114

ISSN 1990-5548 Electronics and Control Systems 2015. N 2(44): 114-120

UDC 689.3.19/16 (045)

'V. M. Sineglazov,
’A. S. Yurchenko,
’N. F. Tupitsin,
‘A. P. Kozlov

THE DYNAMIC SEGMENT MEMORY ALLOCATION ALGORITHMS

Aviation Computer-Integrated Complexes Department, National Aviation University, Kyiv, Ukraine
E-mails: 1svm@nau.edu.ua, 2ayurchenko@yahoo.com, 3nift@mail.ru, 4a]o_kozlov@ukr.net

Abstract—The concept of a generalized fragmentation is introduced. According to the proposed criterion
the best algorithm is the algorithm with a smaller value of such fragmentation. Fifteen algorithms of
dynamic allocation of the non-paged memory are considered, which, in addition to well-known, include
four new algorithms, as well as three algorithms of memory compression.
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I. INTRODUCTION

Virtual memory is a graceful solution of the
problem of dynamic memory allocation (DMA).
Over the past twenty years there has been two main
approaches to implement virtual memory. These
approaches are segmentation and paging memory
allocation, which are reviewed and compared in [1],
[2] where reasons of their development are found.
Besides these approaches, there is intensively
studied “twins” memory allocation algorithm
(featuring small system delays).

At present time, in computing systems the
emphasis is on the paged memory allocation,
although there are a very good systems with a
“clear” segmentation. To fill the gap in the literature
concerning dynamic allocation of the non-paged
memory (DANM), in this study an attempt is made
to analyze both existing and new algorithms of
DANM, consisting of segment allocation and
allocation of memory by “twins” algorithms.

This study uses the notion of external, internal,
and full fragmentation, which is given in [1], where
an overview of existing algorithms DANM is also
given. Below, the term fragmentation (if its type is
not specified) will denote the full fragmentation.

In the process of solving problems on computers,
it’s needed to allocate random access memory
(RAM) for data, commands, results of intermediate
calculations, and so on. We assume that for solving
of any problem only one segment is enough, and for
different tasks sizes of the corresponding segments
will be different. Before solving the problem with
the help of some algorithm of providing RAM, there
will be allocated such area of memory, into which
there can placed a segment of this problem. When
the task solution ends, memory, occupied by it. is
given to the reserve of free memory (i.e. memory,

which may be used for other tasks) using an
algorithm of releasing of used memory. The process
of impact of some area of random access memory
into the free memory reserve will be called memory
release. All investigated in this study algorithms
DANM belong to the allocation of random access
memory, so the word “memory” or “allocated
memory” will mean random access memory.

In addition, for ease of explanation as a synonym
to the word “task” will be used the word “request”.

II. DYNAMIC SEGMENT ALLOCATION
OF MEMORY AND RULE OF “FIFTY PERCENT”

For the dynamic segment allocation D. Knuth [3]
proved the “fifty percent” rule, which sets the ratio
between the number of occupied and free segments.
According to this rule, if the memory system tends
to the equilibrium state, in which system has an
average of N occupied segments, than the average

number of free segments M is approximately p% ,

where p is the probability, that another memory
request is provided due to the free segment, the
difference between the size of which and required
larger than Al . words (Al

[1] and is equal to the maximum acceptable internal
fragmentation on a occupied segment and the
minimum size of the free segment).

With the help of this rule for p = 1 were obtained
some estimates of fragmentation in dynamic
segment allocation. In this study, a number of
estimates for the General case of p # 1 will be

., 1s introduced into

received.

If we denote Mo is the size of the allocated
memory in words, and Sy is the average size of the
used segment (the law of the allocation of occupied
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segment and the rule of determination of S, are
supposed to be the same as in [3]), so for the relative

losses of the internal f;, external f,, and complete
fi fragmentation when p # 1 have the following
expression:

Almin
ff—N(l—P)m, (D

0

Al

av.” o

M, = NpS, +N(1—p)(SO +Tmmj+%pl< S =N{S0p(l+

Expressions for the relative losses on
external and complete fragmentation can be
easy obtained from qualitative arguments:

M, - NS
f=0 (5)

min

fo=fi—f= 2 (6)

The other expression is also true for f,:

M, - pNS, —(l—p)N[SO +A12j
— N 7
J. v )

0

which after simple transformations becomes (6).
Substituting K,, from (4) in (2) it is easy to show
that expressions (2) and (3) becomes (5), (6),
respectively.

III. DANM ALGORITHMS

The totality of the segmented memory allocation
algorithms can be divided into two classes:
algorithms of the memory allocation from free
memory reserves and algorithms of reallocation of
used memory. To the first is included the following:
FIRST-FIT (the first suitable), NEXT-FIT (the first
suitable with the “wandering pointer”), BEST-FIT
(the most suitable), WORST-FIT (the least suitable).
Algorithms for memory reallocation consist of
algorithms performing as moving the occupied
segments in the random access memory, and as their
displacement in the secondary memory.

Algorithms DANM contain also a group of three
algorithms: BUDDY (“equal twins”), WEIGHTED
BUDDY (“weighted twins”’), FIBONACCI BUDDY
(“Fibonacci—twins”). The algorithm which combines
the ideas of BUDDY and FIRST-FIT algorithms is
SEGREGATED STORAGE algorithm (separate
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_ NpK,, S,
f;z - 2M0 ’ (2)
h=t+ 1o 3)

where K,, is the ratio between the average size
of the free segment and Sy, based on the “fifty
percent” rule:

Kav. _ h
5 J+(1 p)(50+ ) ﬂ 4)

storage). An overview of these algorithms is given in
[51-{10].

In the this study the results of the DANM
algorithms modeling are described. The need of such
research is due to the fact that the literature does not
have simple answer for the question which algorithm
DANM is better.

Four algorithms of providing the memory from
the reserve of free memory are modeled: FIRST-
FIT, BEST-FIT, NEXT-FIT and WORST-FIT,
which share the same feature. If the difference
between the sizes of the found segment and required
is larger than A/, words, this segment is split into
two, one of which is providing the request, and the
second is included in the free segments list.

Otherwise whole segment is given to the request.
In the memory release algorithms which work with
the described algorithms, the upper and lower
segments are checked with respect to the released
one. If one of them (or both) is free (are free), it is
(or they are) removed from the list of free segments,
then the neighboring free segments (if they exist)
combine together with released in one resulting
segment, and the latter is included in the list of free
segments.

In this study, three compression algorithm
memory are also modeled. The first algorithm
(algorithm A1) works as the algorithm FIRST-FIT,
however, when the memory can not be provided, full
compression is performed. The second algorithm
(algorithm A2) is similar to the first one, but it
provides memory as the algorithm BEST-FIT. The
third algorithm (algorithm A3) performs partial
compression of memory. When the memory can not
be provided using the FIRST-FIT, compression is
performed until it’s formed a free segment of size
larger than required.

Three “twins” group algorithms are also
modeled: BUDDY, WEIGHTED BUDDY:
FIBONACCI-BUDDY. The SEGREGATED
STORAGE algorithm is modeled with the following

values of k and a;, k>i=>0:
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a, =0, a, = %,
(8)

2
a=Z(B,~B),  a=M,

where B,,

requested sizes respectively. Besides these 11
DANM algorithms in this work there are proposed
and investigated four new algorithms — A4, AS, A6
and A7.

Algorithm A4. As already mentioned, the
algorithm SEGREGATED STORAGE combines the
ideas of the algorithms FIRST-FIT and BUDDY. It
would be interesting to use the ideas of the algorithm
SEGREGATED STORAGE for algorithm BEST-
FIT.

For this purpose, the algorithm A4 is offered,
which requires three lists (the number of lists may be
different) of free segments. In these lists free
segments are ordered in descending order of their
sizes, wherein the list i (3 > i >0) will have all free

segments sizes of which are larger than a, , and less

B4 are the minimum and maximum

than or equal to a, where a, | and a, are defined in

(8) with £ = 3. When it is needed to provide the
memory size of S, list i is selected, for which
a; >8> a,_, . Further there is the search of suitable

free segment in list i like in the work of algorithm
BEST-FIT. If list i doesn't have the suitable free
segment (the list was empty), then i < 3 occurs the
transition to the list i + /, with which we act as with
the list 7. If all the lists from i to k are empty, then
the memory could not be provided to request.

When in one of the lists the suitable segment was
found, it is removed from the corresponding list,
while the remaining part of the segment is the
difference between the size of the appropriate
segment and size of requests (if it cannot be
neglected, and to give all the segment to request) is
formalized as a new free segment and is included in
the list of free segments with the corresponding

a;and the segment of the necessary size is provided

to request. When releasing memory the neighboring
lower and upper segments are analyzed by their
physical addresses (with respect to the considered
one). If one of them is free, it is removed from the
corresponding list. If both segments are free, they
are both removed from the lists. Next, considering
segments are combined into one, and the resulting
segment is entered into the appropriate list. When
both neighbors (with respect to released) segments
are occupied, the union does not occur, and released
segment is entered into the corresponding list.

This algorithm should have the same values of
external, internal, and full fragmentation of memory
as the algorithm BEST-FIT has, system costs of the
proposed algorithm should be less than that of
algorithm BEST-FIT.

Algorithm AS. Since the algorithms BUDDY and
FIRST-FIT are not quite satisfactory (the first of them
have small temporary system costs, but large losses
on internal and external fragmentation, and the
second has great system delay when making best use
of memory), compromise algorithm AS5 is proposed,
similar to the FIRST-FIT, but with one feature.

Let to the request of size S the suitable free
segment size S, (S, > S) has already been found.

Then when S, — § > K| S the founded free segment is

split into two, with sizes S and (S, — S), first is
given to request and the second is included in the list
of free segments. Otherwise, all found segment is
allocated for the request. Value K,= 1, while the

possible values K, are from the interval (0, 1).

It is expected that this algorithm will have a better
memory usage than the BUDDY algorithm, and
temporary system costs are less than FIRST-FIT.

Algorithms A6, A7. One of the major
disadvantages of algorithm FIRST-FIT is a lengthy
search for a suitable segment in the list of free
segments. Moreover, the search is performed even
when the list has no suitable segment.

The main idea of the proposed algorithm
segmental memory allocation is the elimination of
search in the list of free segments, when there is no
suitable segment. To achieve this, the algorithm
introduces a variable S, which stores the size of

the largest free segment and is constantly adjusted
by this algorithm. When a new request is coming,
first of all the memory S, is compared with the

X

more size of

X

request, it is looking for a suitable segment,
otherwise the search is not performed. A more
detailed description of the proposed algorithm
(algorithm A6) looks as follows.

The Algorithm A6. Let S be the size of the
required memory, S, and A, respectively, the size
and address of the considered current free segment
when searching; the variable FREE points to the first

free segment; S, and B, — the variables necessary
for the algorithm A6.
A6.1. If § < S (the list has suitable segment),
then the transition to the A6.2, otherwise the
algorithm has finished his work, unsuccessfully.
A6.2. 4, := FREE (the variable 4, is assigned

the address of the first free segment).

size of the received request. If S __
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A6.3. If B, # 0, then go to A6.4, otherwise — to

A6.7.
A6.4. If S < S, then there is a giving of memory

to the request, otherwise go to A6.7.
A6S.If S,=§ B, :=0, go to A6.8, otherwise
to A6.6.
A6.6. Successful exit from the algorithm A6.
A6.7.1f S,> S,,then S,:= §,.
A6.8. A4, = address of next free segment in the list.
A6.9. If 4, = 0 (was considered the last free

segment in the list), S : =

max

max

S,, a successful exit

from the algorithm A6, otherwise go to A6.3.

This algorithm A6 performs simultaneously a
search of new, with the largest size, and the right
one of free segments. Search for free segment with
the largest size is performed when to request is
allocated the memory with the help of segment sized
Smax, 1f this happens, the search is performed till the
end of the list. Additional operation in procedure of
release of memory would be following. Let S, is

the size of the released segment, if S, > Sy, then

Smax:= S,,; otherwise to do nothing.

The algorithm of A6 is an algorithm of FIRST-
FIT this superstructure which increases temporal
system costs of provision of memory. However they
are justified if the probability (Pg;) of an
unsuccessful output from algorithm of A6 is rather
great. This probability is defined by the ratio of
number of unsuccessful outputs (failures) to number
successful ones, measured for a long time. Thus it is
supposed that the system of DMA 1is in an
equilibrium state.

We will compare algorithms of FIRST-FIT and
A6. Values of external, internal and full
fragmentations at them are identical at any moment,
however temporal system costs are different. If the
probability Pg; is small, additional temporal system
costs in algorithm of A6 will be very noticeable in
comparison with algorithm of FIRST-FIT, therefore

Tys > Ters ©)

where 7, and T, — the temporal system costs for

providing memory N, (rather big) to requirements

by using the algorithms of A¢ and FIRST-FIT.

On the contrary, if the probability Pg; is great,
the operation of algorithm of A6 quite often will be
reduced to checking of S < S,..x and to an exit from
algorithm of A6 without search in the list, therefore

TL‘-F>TA6’ (10)

By modeling it’s possible to determine the
critical value Pg; in case of which equality of
T.; =T,. takes place. With the probability Pg,. it is
possible to connect memory-utilization factor K,
determined by the ratio of the size of used memory
to the size of all allocated one. The larger K, the
greater the probability Py is.

Since it is impossible to answer clearly, what
algorithm is better: FIRST-FIT or A6 (in case of
small values of K it’s better FIRST-FIT, in case of
big — A6), it would be good if the system of DMA

itself in case of values K, smaller some critical K,

was set up for algorithm of FIRST-FIT, in case of
values K, larger than K, — for algorithm of A6. As

such algorithm here it is offered the following.
Algorithm of A 7
A7.1. If K < K, , than works algorithm of

FIRST-FIT, an exit from A7, otherwise go to A7.2.

A7.2. If the algorithm of FIRST-FIT worked
before it, to appropriate Sy, value of all size of the
allocated memory.

A7.3. The algorithm of A6 is working, an exit
from algorithm of A7.

For coordination of algorithms of FIRST-FIT and
A6 in the integrated algorithm of A7 it is necessary
to make little change in A6, when the value of all
memory is appropriated to the Sy.x. If thus it appears
that in the list of the free segments there isn't
suitable one, it is necessary to provide an exit from
algorithm of A6. Transition from algorithm of A6 to
FIRST-FIT in algorithm of A7 is carried out quite
simply.

IV. ABOUT CRITERION OF COMPARING DIFFERENT
ALGORITHMS OF DANM

Algorithms of DANM are usually evaluated
according to the main characteristics: temporary
system costs for algorithm execution and value of
fragmentation of the memory arising by its operation
. For known nowadays algorithms of DANM -
FIRST-FIT, BEST-FIT, NEXT-FIT, WORST-FIT,
BUDDY, WEIGHTED BUDDY, FIBONACCI
BUDDY and SEGREGATED STORAGE - the
estimates according to these characteristics are not
systematized, the literature sources give (even for
the most known algorithm of FIRST-FIT and BEST-
FIT) contradictory results [3], [4]. The reason is that
for comparing of different algorithms there is no
common criterion considering both named
characteristics. The real operation represents the
attempt to fill this gap.

Time of the central processor (CP) consists of
time intervals, spent directly for the solution of
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tasks, and the intervals of time, necessary for
provision and release of the memory occupied by
different tasks. Let’s assume that fragmentation of
memory during intervals of time for provision and
releasing of memory is equal to the size of all
memory. Let during rather long interval of time
(0, 7) there executes the solution of many tasks, and

let £, — value of fragmentation of memory in

interval (7;,¢,,,), and in time intervals (¢;,7,,,) the
allocation or release of memory happens. Then
taking into account the designations given above we
will determine the value of the generalized

fragmentation of memory in the following way:

in(tm _ti)+MOZ(tj+l _tj)
O =— /
M,T

» (D

where the first sum is executed on all intervals of
time, during which the problems were solving, the
second sum — in all intervals in which allocation or
release of memory was solved.

As criterion for comparing of different
algorithms of DANM expression (11) is offered.
When comparing two algorithms the best will be
algorithm with smaller value of ®. It can shown that

_ET+Mt

M (T+1) (12)

where T is the average time of a segment being in
memory in case of absence in it other occupied
segments, ¢ is the average time necessary for one
allocation of memory and one releasing, F is average
fragmentation of memory without tempory system
expenses.

As a rule, for algorithms of DANM the following
statement is correct: from two algorithms the one
having smaller value of fragmentation of memory
will have bigger temporal system expenses. Let’s
look, what conclusion can be drawn from this
statement if to compare algorithms on values ®.

Let

ET+My,
LM (T+t)

_ET+My,
PoM(T+t,)’
Be values of the generalized fragmentation for

the first and second algorithms respectively, and let
E\>E,, t <t, then ® >®, under

T (M,-E)t, - (M, - E,)t, S0
E +E,

El

in case of

T> (Mo _E1)t2 _(Mo _Ez)tl
E +E,
the following inequality holds @, < ®@,.

>0,

CONCLUSION

The concept of a generalized fragmentation is
introduced. According to the proposed criterion the
best algorithm is the algorithm with a smaller value
of such fragmentation. 15 algorithms DANM are
considered, which, in addition to well-known,
include four new algorithm, as well as three
algorithms of memory compression.

One of the proposed algorithms, combining the
ideas of algorithms BEST-FIT and SEGREGATED
STORAGE, is better then these algorithms. They
have a smaller value of the generalized
fragmentation among the algorithms of memory
allocation from a reserve of free memory.

The research also shows the expediency of
application in DANM of the algorithms of complete
(not partial) compression of memory, since such
algorithms, although have a relatively large
temporary system costs, but the value of the
generalized fragmentation is less than any of the
algorithms of DANM.

Given calculations are based on the rule of “fifty
percent”, whose validity for algorithms FIRST-FIT
and BEST-FIT was also verified by simulation.

The further development of this study, probably,
is the study of DANM taking into account the
exchange of information between the RAM and the
secondary memory.

REFERENCES

[1] Denning P. J. (1996). Virtual memory, Comput.
Surv. 28(4), pp. 213-216.

[2] Denning P. J. (2008). VIRTUAL MEMORY Naval
Postgraduate School, Monterey, California January,
http://denninginstitute.com/pjd/PUBS/ENC/vm08.pdf.

[3] Knuth, D. E. (2011). The Art of Computer
Programming, Volumes 1-4A Boxed Set Hardcover.
March 3, 2011.

[4] Shore, J. E. (1975). On the external storage
fragmentation produced by first-fit and best-fit allocation
strategies. Comm. ACM, 18, no. 8, pp. 433—-440.

[5] Buddy memory allocation. http://en.wikipedia.
org/wiki/Buddy memory_allocation

[6] Tertiary Buddy System for Efficient Dynamic
Memory Allocation DIVAKAR YADAV AK SHARMA
@ http://www.wseas.us/e-library/conferences/2010/
Cambridge/SEPADS/SEPADS-09.pdf

[7] Hsu, H. T. (1976). A note on weighted buddy
systems for dynamic storage allocations. 16,
pp. 378-382.




V.M. Sineglazov, A.S. Yurchenko, N.F. Tupitsin, A.P. Kozlov _The dynamic segment memory ... 119

[8] Marchand, A.; Balbastre, P.; Ripoll, I.; Masmano,  issue3/GR2311511156.pdf
M. anq Crespo, A. “Memory. Resource Management for [10] MS Johnstone “Fragmentation Problem:
Real-Time Systems”. Real-Time Systems, 2007. ECRTS  qqlved?” In Proc. of the Int. Symposium on Memory

07. 19th Euromicro Conference on, On page(s): Management (ISMM’98), Vancouver, Canada. ACM
pp- 201-210. Press.

[9] Survey Report on Memory Allocation Strategies Received 22 April 2015
for Real Time Operating System in Context with
Embedded Devices http://www.ijera.com/papers/Vol 2

Sineglazov Viktor. Doctor of Engineering. Professor.

Aviation Computer-Integrated Complexes Department, National Aviation University, Kyiv, Ukraine.

Education: Kyiv Polytechnic Institute, Kyiv, Ukraine (1973).

Research area: Air Navigation, Air Traffic Control, Identification of Complex Systems, Wind/Solar power plant.
Publications: more than 500 papers.

E-mail: svm@nau.edu.ua

Yurchenko Alexander. Candidate of Engineering. Assistant professor.

Aviation Computer-Integrated Complexes Department, National Aviation University, Kyiv, Ukraine.
Education: Moscow Phisics-thechnical Institute, Moscow, Russia (1975).

Research area: operating system, dynamic allocation memory.

Publication: 56.

E-mail: nift@mail.ru

Tupitsin Nikolay. Candidate of Engineering. Assistant professor.

Aviation Computer-Integrated Complexes Department, National Aviation University, Kyiv, Ukraine.
Education: Moscow Phisics-thechnical Institute, Moscow, Russia (1975).

Research area: dynamic of flight, experimental methods of aerodynamic, aviation simulators.
Publication: 76.

E-mail: nift@mail.ru

Kozlov Anatoliy Pavlovich. Candidate of Engineering. Assosiate Professor.

Aviation Computer-Integrated Complexes Department, National Aviation University, Kiev, Ukraine

Education: Kiev State University named T. G. Shevchenko, Kyiv, Ukraine (1965).

Research interests: Capacitive transducers with non-uniform electromagnetic field. Capacitive meters of parameters
small altitude of the flight aircraft. The use of capacitive transducers in automatic control small-altitude of the flight
aircraft.. Publications: 48.

E-mail: ap kozlov@ukr.net

B. M. Cuneraasos, O. C. IOpuenko, M. ®@. Tyniuun, A. I1. Ko3ioB. AJIropur™Mu J1MHAMIYHOTO CerMEHTHOIO
po3noaiay mam’ati

BBeneHo MOHATTS y3aralbHeHOi (parMeHTamii. 3TiTHO BBEICHOMY KPHUTEPIiI0 aJrOpHTM 3 MEHIIUM 3HAYSHHSIM ITi€l
BEIIMYMHA BBAXKAETHCSH KpamuM. PO3TIsSHYTO T ATHAIIATH alTOPUTMIB JUHAMIYHOTO PO3MOIITY HECTOPIHKOBOL
mmam’sITi, 10 SKUX KPiM BiJOMHX aJITOPUTMIB BKIFOUEHO YOTUPH HOBUX aJTOPUTMHU.

Kurouosi cioBa: Jlnnamiuawmii po3noin mam’si first-fit; best-fit; pparmenrartis; MoaentoBaHHS.

Cuneraasos Bikrop Muxaiinosud. Jlokrop TexHiunux Hayk. [Ipodecop.

Kagenpa aBianiiHMX KOMIT'IOTEPHO-IHTEIpPOBaHUX KOMIUIEKCiB, HamioHanbHuil aBiauiiHui yHiBepcureT, Kwuis,
VYkpaiHa.

Ocsira: KuiBcpkuit nomirexHiunuii incruryt, Kuis, Ykpaina (1973).

HampsiMm HaykoBOi IisUTBHOCTI: aepoHaBiramis, yIpaBJIiHHS MOBITPSHUM pPYXOM, iIeHTHU(}IKamis CKJIAJHUX CHCTEM,
BITPOEHEPTEeTHYHI YCTAHOBKH.

KimpkicTs my0oikaiii: 6ieme 500 HayKoBUX poOiT.

E-mail: svm@nau.edu.ua

KOpuenko Ogaexcanap CepriiioBuy. Kanaumat TexHivHUX HayK. JIOIEHT.

Kadenpa apiamiifHUX KOMIT IOTEPHO-IHTETPOBAHUX KOMILIEKCiB, HamioHanpHmid aBiamidHuii yHiBepcurteT, Kuis,
VkpaiHa.

Ocgita: MockoBChKU (i3uKO-TeXHIYHUHN 1HCTUTYT, Mocksa, Pocis (1975).

HanpsiMm HayKoBOT AisIIBHOCTI: ONepaLiiiHi CHCTEMH, AMHAMIYHUI PO3IIOJILUT 1aM’sITi.

Kinbkicts myOumikarii: 56.

E-mail: nift@mail.ru



120 ISSN 1990-5548 Electronics and Control Systems 2015. N 2(44): 114-120

Tynminna Mukosaa ®enopoBny. Kananaat TexHIiYHUX HayK. J{oleHT.

Kagenpa aBianiiHMX KOMII'IOTEPHO-IHTEPOBaHUX KOMIUIEKCiB, HamioHanbHuil aBiaumiiHui yHiBepcureT, Kwuis,
VYkpaiHa.

Ocgita: MockoBchKu (i3uko-TexHIYHUN iHCTUTYT, Mocksa, Pocis (1975).

HanpsiMm HayKoBO{ AiSTIBHOCTI: TMHAMIKA MOJIBOTY, EKCIIEPUMEHTAIbHI METOIM AepOJMHAMIKH.

KinpkicTs myOmikariii: 76.

E-mail: nift@mail.ru

Ko3znoB Anatodiii [TaBnoBuy . Kannunar TexHidaux Hayk . JIO1eHT.

Kadenpa koM’ rorepHO-iHTErpoBaHix KoMIUIeKkciB, Harionansauil aBianiinuii yHiBepcureT, Kuis, Yipaina.

Ocsirta: KuiBcpkuii aepxkasuuii yHiepcutetr umenu T. I'. lleBuenka, KuiB, Ykpaina ( 1965).

HamnpsiMm HaykoBHX iHTepeciB: €MHICHI IepeTBOPIOBaYl 3 HEOJHOPIJHIM €JIEKTPOMArHITHIM ToyieM. €MHICHI Npuiaan
BIMIDIOBAaHHSI T€OMETPUYHMX IapaMEeTpPiB MajO BHCOTHOTO IOJbOTY IOBITPSHOIO Cy/AHA. BUKOpPHCTaHHS €MHICHIX
MIepEeTBOPIOBAYiB B CUCTEMaX aBTOMAaTUYHOTO YIPaBIiHHS MaJl0 BUCOTHHM IT0JILOTOM ITOBITPSIHOTO CY/HA.

[MTy6nikamii : 48 .

E-mail: ap_kozlov@ukr.net

B. M. Cuneria3os, A. C. IOpuenko, H. ®@. Tynuuus, A. I1. Ko310B. AJIroputMsl AHHAMHYECKOT0 CETMEHTHOI0
pacnpeneieHus MaMsITH

Beeneno nonstue o6o0mennoi ¢pparmenTanyu. CorjiacHO BBEICHHOMY KPUTEPHIO aJTOPUTM C MEHBIIUM 3HAYCHHEM
9TOM BEJIMYMHBI CUYMTACTCS JIyYIIUM. PaccMOTpeHbl MSATHAALATH AITOPUTMOB JAWHAMHUYECKOTO pAaCIpeesieHUs
HECTPaHUYHO MaMsTH, KOTOPbIE TOMUMO M3BECTHBIX AITOPUTMOB BKIIFOUAIOT YETHIPE HOBBIX JITOPHUTMA.

KiroueBble ciioBa: uHaMuieckoe pacnpeneneHus mamstu. first-fit ; best-fit , hparmenramus, MonenupoBaHue.

Cuneria3oB Bukrop MuxaiisoBuy. [Jokrop Texanueckux Hayk. [Ipodeccop.

Kagenpa aBHalMoHHBIX KOMIBIOTEPHO-MHTETPUPOBAHHBIX KOMIUIEKCOB, HallMoHaNbHbIA aBHALMOHHBIH YHUBEPCHUTET,
Kues, Ykpauna.

O6pazoBanune: KueBckuii NOMMTEXHNYECKHH MHCTUTYT, Knes, Ykpauna (1973).

HampaBieHue HaydHON [IESTENbHOCTH: a’pOHABUTALMS, YMPABICHUS BO3AYLIHBIM ABWM)XKEHHEM, HACHTH(HUKAIUSA
CJIOKHBIX CHCTEM, BETPOIHEPTETUIECKUE YCTAHOBKH.

KomnuectBo mybmmkanuii: 6onee 500 HaygHBIX paboT.

E-mail: svm@nau.edu.ua

IOpuenko Anexcanap CepreeBuy. Kanannar TexHugecknx HayK. J{omeHT.

Kagenpa aBHaimoHHBIX KOMIBIOTEPHO-MHTETPUPOBAHHBIX KOMIUIEKCOB, HallMoHaIbHBIA aBHALMOHHBIH YHUBEPCHUTET,
Kues, Yxpauna.

O6pazoBanne: MockoBckuit (PU3NKO-TEXHUUECKHIA HHCTHTYT, MockBa, Poccus (1975).

HanpasneHnue HayuHOU A€ATENBHOCTHU: OIEPA[IOHHBIE CUCTEMBI, JTUHAMUUECKOE pacIlpeeIeHUe MaMsITH.

KonmuectBo nmy6nukanuii:S6.

E-mail: nift@mail.ru

Tynuuun Hukonaii ®enopoBuy. Kanaunar rexunyeckux Hayk. JloLeHT.

Kadenpa aBmannoHHBIX KOMIIBIOTEPHO-HHTETPUPOBAHHBIX KOMIUIEKCOB, HallmOHATBHBIN aBHAIIIOHHBIN YHUBEPCHUTET,
Kues, Ykpauna.

O6pazoBanne: MOCKOBCKUH (PU3HKO-TEXHUIECKUH HHCTUTYT, MockBa, Poccus (1975).

HanpagieHnue HaydHOU AEATEILHOCTH: TUHAMHUKA MOJIETA, SKCIICPUMEHTAIBHBIC METOBI a3POJMHAMUKH.

KonmuectBo nmyoOnukanuii:76.

E-mail: nift@mail.ru

KosznoB Anatoauii IlaBiaosuy. Kanauaat texuuyeckux HayK. JJOLEHT.

Kadenpa xkoMITbIOTEpHO-HHTETPHUPOBAHBIX KOMILICKCOB, HallmoHanbHEBIH aBHAIMOHHBIN YHUBepcuTeT, Kues, YkpanHa
Ob6pa3zoBanne: Kuesckuii rocynapctBernbli yanepceuteT numenn T. I. [lleuenko, Kues, Ykpanna ( 1965).

OO6nacTe Hay4yHBIX HHTEpecoB: EMKOCTHBIE mpeoOpa3oBaTend ¢ HEOJHOPOAHBIM 3JIEKTPOMArHUTHBIM IIOJEM.
EMKOCTHBIE YCTPOHCTBA M3MEPEHWS TE€OMETPHYECKHX IapaMeTpPOB Majl0 BBICOTHOTO IIOJNI€Ta BO3AYIIHOTO CYIHA.
Hcnonp30BaHne eMKOCTHBIX TpeoOpa3oBaTenell B CHCTEMaxX aBTOMATHUYECKOTO YIPABICHHUS MaJIO BEICOTHBIM ITOJIETOM
BO3IYIIHOTO CyIHA.

[Ty6nukanmu: 48

E-mail: ap kozlov@ukr.net



