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Abstract—The concept of a generalized fragmentation is introduced. According to the proposed criterion 
the best algorithm is the algorithm with a smaller value of such fragmentation. Fifteen algorithms of 
dynamic allocation of the non-paged memory are considered, which, in addition to well-known, include 
four new algorithms, as well as three algorithms of memory compression. 
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I.  INTRODUCTION 

Virtual memory is a graceful solution of the 
problem of dynamic memory allocation (DMA). 
Over the past twenty years there has been two main 
approaches to implement virtual memory. These 
approaches are segmentation and paging memory 
allocation, which are reviewed and compared in [1], 
[2] where reasons of their development are found. 
Besides these approaches, there is intensively 
studied “twins” memory allocation algorithm 
(featuring small system delays). 

At present time, in computing systems the 
emphasis is on the paged memory allocation, 
although there are a very good systems with a 
“clear” segmentation. To fill the gap in the literature 
concerning dynamic allocation of the non-paged  
memory (DANM), in this study an attempt is made 
to analyze both existing and new algorithms of 
DANM, consisting of segment allocation and 
allocation of memory by “twins” algorithms. 

This study uses the notion of external, internal, 
and full fragmentation, which is given in [1], where 
an overview of existing algorithms DANM is also 
given. Below, the term fragmentation (if its type is 
not specified) will denote the full fragmentation. 

In the process of solving problems on computers, 
it’s needed to allocate random access memory 
(RAM) for data, commands, results of intermediate 
calculations, and so on. We assume that for solving 
of any problem only one segment is enough, and for 
different tasks sizes of the corresponding segments 
will be different. Before solving the problem with 
the help of some algorithm of providing RAM, there 
will be allocated such area of memory, into which 
there can placed a segment of this problem. When 
the task solution ends, memory, occupied by it. is 
given to the reserve of free memory (i.e. memory, 

which may be used for other tasks) using an 
algorithm of releasing of used memory. The process 
of impact of some area of random access memory 
into the free memory reserve will be called memory 
release. All investigated in this study algorithms 
DANM belong to the allocation of random access 
memory, so the word “memory” or “allocated 
memory” will mean random access memory. 

In addition, for ease of explanation as a synonym 
to the word “task” will be used the word “request”. 

II.  DYNAMIC SEGMENT ALLOCATION 
OF MEMORY AND RULE OF “FIFTY PERCENT” 

For the dynamic segment allocation D. Knuth [3] 
proved the “fifty percent” rule, which sets the ratio 
between the number of occupied and free segments. 
According to this rule, if the memory system tends 
to the equilibrium state, in which system has an 
average of N occupied segments, than the average 

number of free segments M is approximately р
2

N
, 

where p is the probability, that another memory 
request is provided due to the free segment, the 
difference between the size of which and required 

larger than minl  words ( minl  is introduced into 

[1] and is equal to the maximum acceptable internal 
fragmentation on a occupied segment and the 
minimum size of the free segment). 

With the help of this rule for p = 1 were obtained 
some estimates of fragmentation in dynamic 
segment allocation. In this study, a number of 
estimates for the General case of p  ≠ 1 will be 

received. 
If we denote М0  is the size of the allocated 

memory in words, and S0 is the average size of the 
used segment (the law of the allocation of occupied 
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segment and the rule of determination of S0 are 
supposed to be the same as in [3]), so for the relative 

losses of the internal if , external ef , and complete 

f1 fragmentation when p ≠ 1 have the following 
expression: 
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where Kav is the ratio between the average size 
of the free segment and S0, based on the “fifty 
percent” rule: 
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Expressions for the relative losses on 
external and complete fragmentation can be 
easy obtained from qualitative arguments: 
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The other expression is also true for ef :  
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which after simple transformations becomes (6). 
Substituting Kav. from (4) in (2) it is easy to show 
that expressions (2) and (3) becomes (5), (6), 
respectively. 

III.  DANM ALGORITHMS 

The totality of the segmented memory allocation 
algorithms can be divided into two classes: 
algorithms of the memory allocation from free 
memory reserves and algorithms of reallocation of 
used memory. To the first is included the following: 
FIRST-FIT (the first suitable), NEXT-FIT (the first 
suitable with the “wandering pointer”), BEST-FIT 
(the most suitable), WORST-FIT (the least suitable). 
Algorithms for memory reallocation consist of 
algorithms performing as moving the occupied 
segments in the random access memory, and as their 
displacement in the secondary memory. 

Algorithms  DANM contain also a group of three 
algorithms: BUDDY (“equal twins”), WEIGHTED 
BUDDY (“weighted twins”), FIBONACCI BUDDY 
(“Fibonacci–twins”). The algorithm which combines 
the ideas of BUDDY and FIRST-FIT algorithms is 
SEGREGATED STORAGE algorithm (separate 

storage). An overview of these algorithms is given in 
[5]–[10]. 

In the this study the results of the DANM 
algorithms modeling are described. The need of such 
research is due to the fact that the literature does not 
have simple answer for the question which algorithm 
DANM is better. 

Four algorithms of providing the memory from 
the reserve of free memory are modeled: FIRST-
FIT, BEST-FIT, NEXT-FIT and WORST-FIT, 
which share the same feature. If the difference 
between the sizes of the found segment and required 
is larger than minl words, this segment is split into 

two, one of which is providing the request, and the 
second is included in the free segments list. 

Otherwise whole segment is given to the request. 
In the memory release algorithms which work with 
the described algorithms, the upper and lower 
segments are checked with respect to the released 
one. If one of them (or both) is free (are free), it is 
(or they are) removed from the list of free segments, 
then the neighboring free segments (if they exist) 
combine together with released in one resulting 
segment, and the latter is included in the list of free 
segments. 

In this study, three compression algorithm 
memory are also modeled. The first algorithm 
(algorithm A1) works as the algorithm FIRST-FIT, 
however, when the memory can not be provided, full 
compression is performed. The second algorithm 
(algorithm A2) is similar to the first one, but it 
provides memory as the algorithm BEST-FIT. The 
third algorithm (algorithm A3) performs partial 
compression of memory. When the memory can not 
be provided using the FIRST-FIT, compression is 
performed until it’s formed a free segment of size 
larger than required. 

Three “twins” group algorithms are also 
modeled: BUDDY, WEIGHTED BUDDY: 
FIBONACCI-BUDDY. The SEGREGATED 
STORAGE algorithm is modeled with the following 

values of k and ia , 0 :k i   
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where 3 ,B  4B  are the minimum and maximum 

requested sizes respectively. Besides these 11 
DANM algorithms in this work there are proposed 
and investigated four new algorithms – A4, A5, A6 
and A7. 

Algorithm A4. As already mentioned, the 
algorithm SEGREGATED STORAGE combines the 
ideas of the algorithms FIRST-FIT and BUDDY. It 
would be interesting to use the ideas of the algorithm 
SEGREGATED STORAGE for algorithm BEST-
FIT. 

For this purpose, the algorithm A4 is offered, 
which requires three lists (the number of lists may be 
different) of free segments. In these lists free 
segments are ordered in descending order of their 
sizes, wherein the list i (3 ≥ i ≥0) will have all free 

segments sizes of which are larger than 1ia  and less 

than or equal to ia  where 1ia  and ia are defined in 

(8) with k = 3. When it is needed to provide the 
memory size of S, list i is selected, for which 

ia
 
≥ S > 1ia . Further there is the search of suitable 

free segment in list i like in the work of algorithm 
BEST-FIT. If list i doesn't have the suitable free 
segment (the list was empty), then i < 3 occurs the 
transition to the list i + 1, with which we act as with 
the list i. If all the lists from i to k are empty, then 
the memory could not be provided to request. 

When in one of the lists the suitable segment was 
found, it is removed from the corresponding list, 
while the remaining part of the segment is the 
difference between the size of the appropriate 
segment and size of requests (if it cannot be 
neglected, and to give all the segment to request) is 
formalized as a new free segment and is included in 
the list of free segments with the corresponding 

ia and the segment of the necessary size is  provided 

to request. When releasing memory the neighboring 
lower and upper segments are analyzed by their 
physical addresses (with respect to the considered 
one). If one of them is free, it is removed from the 
corresponding list. If both segments are free, they 
are both removed from the lists. Next, considering 
segments are combined into one, and the resulting 
segment is entered into the appropriate list. When 
both neighbors (with respect to released) segments 
are occupied, the union does not occur, and released 
segment is entered into the corresponding list.  

This algorithm should have the same values of 
external, internal, and full fragmentation of memory 
as the algorithm BEST-FIT has, system costs of the 
proposed algorithm should be less than that of 
algorithm BEST-FIT. 

Algorithm A5. Since the algorithms BUDDY and 
FIRST-FIT are not quite satisfactory (the first of them 
have small temporary system costs, but large losses 
on internal and external fragmentation, and the 
second has great system delay when making best use 
of memory), compromise algorithm A5 is proposed, 
similar to the FIRST-FIT, but with one feature. 

Let to the request of size S the suitable free 
segment size 2S  ( 2S  > S) has already been found. 

Then when S2 – S > 0K S the founded free segment is 

split into two, with sizes S and (S2 – S), first  is  
given to request and the second is included in the list 
of free segments. Otherwise, all found segment is 
allocated for the request. Value 0K = 1, while the 

possible values 0K  are from the interval (0, 1). 

It is expected that this algorithm will have a better 
memory usage than the BUDDY algorithm, and 
temporary system costs are less than FIRST-FIT. 

Algorithms A6, A7. One of the major 
disadvantages of  algorithm FIRST-FIT is a lengthy 
search for a suitable segment in the list of free 
segments. Moreover, the search is performed even 
when the list has no suitable segment. 

The main idea of the proposed algorithm 
segmental memory allocation is the elimination of 
search in the list of free segments, when there is no 
suitable segment. To achieve this, the algorithm 
introduces a variable maxS  which stores the size of 

the largest free segment and is constantly adjusted 
by this algorithm. When a new request is coming, 
first of all the memory maxS  is compared with the 

size of the received request. If maxS  more size of 

request, it is looking for a suitable segment, 
otherwise the search is not performed. A more 
detailed description of the proposed algorithm 
(algorithm A6) looks as follows. 

The Algorithm A6. Let S be the size of the 
required memory, 1S  and 1A  respectively, the size 

and address of the considered current free segment 
when searching; the variable FREE points to the first 
free segment; 2S  and 1B  – the variables necessary 

for the algorithm A6. 
A6.1. If S < maxS  (the list has suitable segment), 

then the transition to the A6.2, otherwise the 
algorithm has finished his work, unsuccessfully. 

A6.2. 1A := FREE (the variable 1A  is assigned 

the address of the first free segment). 
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A6.3. If 1B ≠ 0, then go to A6.4, otherwise – to 

A6.7. 
A6.4. If S < 1S , then there is a giving of  memory 

to the  request, otherwise go to A6.7. 

A6.5. If 1S = maxS , 1B : = 0, go to A6.8, otherwise 

to A6.6. 
A6.6. Successful exit from the algorithm A6. 
A6.7. If 1S > 2S , then 2S := 1S . 

A6.8. 1A := address of next free segment in the list. 

A6.9. If 1A  = 0 (was considered the last free 

segment in the list), maxS : = 2 ,S  a successful exit 

from the algorithm A6, otherwise go to A6.3. 
This algorithm A6 performs simultaneously a 

search of new, with the largest size, and the right 
one of free segments. Search for free segment with 
the largest size is performed when to request is 
allocated the memory with the help of segment sized 
Smaх, if this happens, the search is performed till the 
end of the list. Additional operation in procedure of 
release of memory would be following. Let relS  is 

the size of the released segment, if relS  > Smaх, then 

Smax:= relS  otherwise to do nothing. 

The algorithm of A6 is an algorithm of FIRST-
FIT this superstructure which increases temporal 
system costs of provision of memory. However they 
are justified if the probability (Рfail) of an 
unsuccessful output from algorithm of A6 is rather 
great. This probability is defined by the ratio of 
number of unsuccessful outputs (failures) to number 
successful ones, measured for a long time. Thus it is 
supposed that the system of DMA is in an 
equilibrium state. 

We will compare algorithms of FIRST-FIT and 
A6. Values of external, internal and full 
fragmentations at them are identical at any moment, 
however temporal system costs are different. If the 
probability Рfail is small, additional temporal system 
costs in algorithm of A6 will be very noticeable in 
comparison with algorithm of FIRST-FIT, therefore 

6 F-F,AT T                           (9) 

where 6AT  and F-FT  – the temporal  system costs for 

providing memory 1N (rather big) to requirements 

by using the algorithms of A6 and FIRST-FIT. 
On the contrary, if the probability Pfail is great, 

the operation of algorithm of A6 quite often will be 
reduced to checking of S < Smax and to an exit from 
algorithm of A6 without search in the list, therefore 

F-F 6 ,AT T                        (10) 

By modeling it’s possible to determine the 
critical value Рfail in case of which equality of 

F-F 6 .AT T  takes place. With the probability Pfail. it is 

possible to connect memory-utilization factor K, 
determined by the ratio of the size of used memory 
to the size of all allocated one. The larger K, the 
greater the probability Pfail is. 

Since it is impossible to answer clearly, what 
algorithm is better: FIRST-FIT or A6 (in case of 
small values of K it’s better FIRST-FIT, in case of 
big – A6), it would be good if the system of DMA 

itself in case of values K, smaller some critical 3K , 

was set up for algorithm of FIRST-FIT, in case of 

values K, larger than 3K  – for algorithm of A6. As 

such algorithm here it is offered the following. 
Algorithm of A 7 

A7.1. If K < 3K , than works algorithm of  

FIRST-FIT, an exit from A7, otherwise go to A7.2. 
A7.2. If the algorithm of FIRST-FIT worked 

before it, to appropriate Smax value of all size of the 
allocated memory. 

A7.3. The algorithm of A6 is working, an exit 
from algorithm of A7. 

For coordination of algorithms of FIRST-FIT and 
A6 in the integrated algorithm of A7 it is necessary 
to make little change in A6, when the value of all 
memory is appropriated to the Smax. If thus it appears 
that in the list of the free segments there isn't 
suitable one, it is necessary to provide an exit from 
algorithm of A6. Transition from algorithm of A6 to 
FIRST-FIT in algorithm of A7 is carried out quite 
simply. 

IV.  ABOUT CRITERION OF COMPARING DIFFERENT 

ALGORITHMS OF DANM 

Algorithms of DANM are usually evaluated 
according to the main characteristics: temporary 
system costs for algorithm execution and value of 
fragmentation of the memory arising by its operation 
. For known nowadays algorithms of DANM – 
FIRST-FIT, BEST-FIT, NEXT-FIT, WORST-FIT, 
BUDDY, WEIGHTED BUDDY, FIBONACCI 
BUDDY and SEGREGATED STORAGE – the 
estimates according to these characteristics are not 
systematized, the literature sources give (even for 
the most known algorithm of FIRST-FIT and BEST-
FIT) contradictory results [3], [4]. The reason is that 
for comparing of different algorithms there is no 
common criterion considering both named 
characteristics. The real operation represents the 
attempt to fill this gap. 

Time of the central processor (CP) consists of 
time intervals, spent directly for the solution of 
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tasks, and the intervals of time, necessary for 
provision and release of the memory occupied by 
different tasks. Let’s assume that fragmentation of 
memory during intervals of time for provision and 
releasing of memory is equal to the size of all 
memory. Let during rather long interval of time 
(0, T) there executes the solution of many tasks, and 

let iE – value of fragmentation of memory in 

interval ( it , 1it ), and in time intervals ( jt , 1jt ) the 

allocation or release of memory happens. Then 
taking into account the designations given above we 
will determine the value of the generalized 
fragmentation of memory in the following way:  

1 0 1

0

( ) ( )

,

i i i j j

i j

E t t M t t

M T

   

 
 

      (11) 

where the first sum is executed on all intervals of 
time, during which the problems were solving, the 
second sum – in all intervals in which allocation or 
release of memory was solved. 

As criterion for comparing of different 
algorithms of DANM expression (11) is offered. 
When comparing two algorithms the best will be 
algorithm with smaller value of Ф. It can shown that 

0

0

,
( )

ET M t

M T t


 


                         (12) 

where T is the average time of a segment being in 
memory in case of absence in it other occupied 
segments, t is the average time necessary for one 
allocation of memory and one releasing, E is average 
fragmentation of memory without tempory system 
expenses. 

As a rule, for algorithms of DANM the following 
statement is correct: from two algorithms the one 
having smaller value of fragmentation of memory 
will have bigger temporal system expenses. Let’s 
look, what conclusion can be drawn from this 
statement if to compare algorithms on values Ф. 

Let  

1 0 1
1
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Be values of the generalized fragmentation for 
the first and second algorithms respectively, and let 
Е1 > Е2,  21 tt   then 1 2Ф Ф  under 

0 1 2 0 2 1

1 2

( ) ( )
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M E t M E t
T

E E
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 
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in case of   

0 1 2 0 2 1

1 2

( ) ( )
0,
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T

E E
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 


 

the following inequality holds Ф1 < Ф2. 

CONCLUSION 

The concept of a generalized fragmentation is 
introduced. According to the proposed criterion the 
best algorithm is the algorithm with a smaller value 
of such fragmentation. 15 algorithms DANM are 
considered, which, in addition to well-known, 
include four new algorithm, as well as three 
algorithms of memory compression.  

One of the proposed algorithms, combining the 
ideas of algorithms BEST-FIT and SEGREGATED 
STORAGE, is better then these algorithms. They 
have a smaller value of the generalized 
fragmentation among the algorithms of memory 
allocation from a reserve of free memory. 

The research also shows the expediency of 
application in DANM of the algorithms of complete 
(not partial) compression of memory, since such 
algorithms, although have a relatively large 
temporary system costs, but the value of the 
generalized fragmentation is less than any of the 
algorithms of DANM. 

Given calculations are based on the rule of “fifty 
percent”, whose validity for algorithms FIRST-FIT 
and BEST-FIT was also verified by simulation. 

The further development of this study, probably, 
is the study of DANM taking into account the 
exchange of information between the RAM and the 
secondary memory. 
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