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ABSTRACT

Raza A. Mathematical maintenance models of vehicles’ equipment. — Qualifying scientific
work on the rights of the manuscript.

Dissertation for obtaining a scientific degree of Doctor of Philosophy within the
specialty 05.22.20 «Maintenance and repair of vehicles». — National Aviation University,
Kyiv, 2018.

The thesis addresses the critical scientific problem of creating the appropriate
maintenance models for digital avionics systems and degrading equipment of vehicles,
which increases the operational effectiveness of such systems significantly.

The thesis research includes the analysis of the current state and models of digital
avionics maintenance. The study describes the necessity for developing the mathematical
maintenance models for redundant digital avionics systems, considering the discontinuous
nature of their operation, continuous nature of in-flight testing, possibility of both permanent
and intermittent failures and organization of several maintenance levels using various
diagnostic tools for detecting both failure types.

Another focus of the thesis is the analysis of modern trends and mathematical models
of condition-based maintenance (CBM) of vehicles’ equipment. The necessity of developing
new CBM mathematical models for degrading equipment of vehicles, considering the
probabilities of correct and incorrect decisions when checking system suitability for use in
the upcoming operation interval, and the possibility of joint determination of the optimum
inspection schedule and replacement thresholds for systems that affect and do not affect
safety have been substantiated.

The scientific novelty of the primary results obtained in the course of the thesis
research is as follows:

1. For the first time, mathematical models to evaluate the operational reliability
indicators of continuously monitored line replaceable units/line replaceable modules
(LRUs/LRMs) and redundant avionics systems over both finite and infinite time interval,

which, unlike known models, consider the characteristics of both permanent and intermittent
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failures, have been developed. These models allow evaluating the impact of intermittent
failures on the availability and mean time between unscheduled removals (MTBUR) of
LRU/LRM.

2. For the first time, generalized expressions to calculate the average maintenance
costs of redundant avionics systems, considering the impact of permanent and intermittent
failures, have been developed for alternative maintenance options that differ by the number
of maintenance levels (one, two or three), which allows choosing the optimal maintenance
option during warranty and post-warranty periods.

3. For the first time, a mathematical model of CBM, based on condition monitoring
at scheduled times has been developed, which, unlike the known models, considers the
probabilities of correct and incorrect decisions made when checking system suitability. This
model allows formulating the criteria of determining the optimal replacement threshold for
each inspection time and substantially reduce the likelihood of system failure in the
forthcoming interval of operation.

4. For the first time, generalized mathematical expressions to calculate the
effectiveness indicators of CBM over a finite time interval, as well as the criteria of joint
optimization of the inspection schedule and replacement thresholds for systems that affect
or do not affect the safety, have been developed. These results allow significantly improve
the availability, reduce average maintenance costs and reduce the number of inspections.

The practical value of the results obtained in the thesis is as follows:

1. The techniques to calculate probabilistic and time-related indicators of
maintenance effectiveness for digital avionics LRUs/LRMs over finite and infinite operating
intervals have been developed. The proposed procedures allow to estimate the availability,
operational reliability function (ORF), and mean time between unscheduled removals
(MTBUR) of LRUs/LRMs during warranty and post-warranty maintenance periods for both
federated avionics (FA) and integrated modular avionics (IMA) architectures;

2. A technique for minimizing the warranty maintenance cost of the redundant digital
avionics systems has been developed, demonstrating (through the example of the ADIRS
system of the Airbus A380 aircraft) that in the case of the optimal option of warranty

maintenance, the average maintenance cost per aircraft decreases by 28 %;



3. A technique for minimizing the post-warranty maintenance cost of the redundant
digital avionics systems has been developed. It demonstrates (through the example of the
ADIRS system of the Airbus A380 aircraft) that a three-level maintenance option with an
intermittent fault detector (IFD) at I and D levels, is optimal as it reduces the total expected
maintenance costs by 11 times compared to a one-level option, and by over 8.5 times
compared to a two-level option without IFD;

4. A technique for determining the optimal replacement thresholds when monitoring
the condition of the degrading system at scheduled times has been developed, which allows
to significantly reduce the system failure probability in the forthcoming interval of
operation.

5. A technique for joint determination of the optimal replacement threshold and
periodicity of suitability checking when monitoring the system condition has been
developed, which allows to substantially increase the availability of systems while
significantly reducing the number of inspections.

The results of the thesis research may be used in the development and maintenance of
FA and IMA systems, as well as degrading equipment of vehicles.

Keywords: digital avionics systems, federated avionics, integrated modular avionics,
degrading systems, maintenance, condition-based maintenance, redundancy, mathematical
model, regenerative process, probabilities of correct and incorrect decisions, availability,
operational reliability function, average system operating costs, warranty maintenance, post-
warranty maintenance, built-in test equipment, intermittent fault detector, automated test
equipment, permanent failure, intermittent failure.
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MMR Multi-mode receiver

MSG Maintenance steering group
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INTRODUCTION

The relevance of the thesis topic. The relevance of the dissertation topic is due to the
tendency of continuous growth of the functional complexity of vehicles’ equipment and, in
particular, avionics systems of aircraft and as a consequence, a significant increase in
maintenance costs. The cost of avionics maintenance is very high for modern aircraft. It can
be as high as 30% of the aircraft maintenance cost. Therefore, the extremely crucial task is
to reduce the cost of maintenance of vehicles’ equipment while ensuring a high level of
operational reliability. Currently, the most frequently used maintenance strategies of
vehicles equipment are run-to-failure and condition-based maintenance. For most modern
avionics systems, the run-to-failure maintenance strategy is dominant. With this
maintenance strategy, a high level of flight safety is ensured by using redundant avionics
systems, while the flight regularity is provided by a sufficient number of spare LRUs in the
airline warehouse. However, the run-to-failure maintenance strategy proves to be ineffective
in the case of high rate of unconfirmed failures or so-called No Fault Found (NFF) events.
International aviation data suggest that over 400,000 NFF events occur each year [1]. As
shown in [2], the estimated NFF rates for avionics systems range from 20 % to 50 %. The
study [3] indicates that the avionics system component failures account for 80.4 % of all
NFF cases, which resulted in an additional 26.6 % of unscheduled removals of avionics
LRUs. The main reason for NFF cases related to electronic LRUs is the occurrence of
intermittent failures in flight [4]. The general-purpose automated test equipment (ATE) is
not adapted for detecting intermittent failures, and they may repeatedly occur during next
flights. The negative impact of NFF on airlines includes increased service times, disruption
of flight regularity, and increased quantity of spare LRUs in the exchange fund, which
ultimately leads to an increase in the avionics system lifecycle costs.

Therefore, the modern aircraft operation practices confirm the relevance of assessing
the impact of intermittent failures on the avionics system lifecycle costs and selection of a
specific maintenance option to minimize the adverse effect of these failures.

CBM is currently considered as a promising approach for improving operational

reliability and reducing operating costs of various vehicles. Economic assessment of CBM
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usage for different vehicles equipment has been discussed by many authors [5-15]. For
instance, the economic effects from adopting CBM of 6TL electric batteries in the United
States Department of Defence (DoD) amounted to USD 1,017 million over 25 years [5]. As
indicated in [16], the use of CBM can prevent 80 % of all failures of A340-600 air-
conditioning system. At the same time, the airline’s financial losses can be reduced by 90 %
due to a reduction of unplanned flight delays. CBM is a maintenance strategy that utilizes
monitoring of the actual system condition to decide on performing the specific maintenance.
Typically, this type of maintenance is necessary to perform when one or more parameters
of system condition show signs of performance degradation or imminent failure. The
primary activity of this maintenance type is condition monitoring, which can be continuous
or periodic. In some cases, continuous condition monitoring is not feasible due to higher
operating costs or physical impossibility to install the state sensors inside the system. In
such cases, periodic condition monitoring is deemed more appropriate. For example, wet
arc propagation resistance tests of the aircraft electric wiring interconnect systems are
possible only with periodic condition monitoring [17, 18]. CBM is a preferred strategy in
cases, where system degradation can be measured or when a system fails as a particular
system state parameter exceeds the functional failure threshold.

The most critical controlled variables for CBM optimization are inspection times and
replacement thresholds, which correspond to the pre-failure condition of the system [19].
Therefore, the issues associated with determining the optimal replacement thresholds and
inspection schedule of deteriorating equipment of vehicles are currently most essential. The
most significant effect from using CBM is expected to achieve by combined optimization
of inspection schedule and replacement thresholds.

Aim and objectives of the study. The purpose of the dissertation work is the
development of mathematical models of run-to-failure maintenance and CBM, which are
intended to increase the maintenance effectiveness of digital avionics systems and degrading
equipment of vehicles.

To achieve this aim, the following tasks must be solved:

13



- To develop mathematical models for evaluating the operational reliability of
continuously monitored LRUs/LRMs of avionics systems over a finite and an infinite time
interval that would consider the impact of both permanent and intermittent failures.

- To develop generalized relationships for calculation of average operating costs
during warranty and post-warranty periods of operation of redundant avionics systems for
alternative maintenance options that differ by the number of maintenance levels (one, two
or three).

- To develop a new decision rule for system condition monitoring at discrete time
points and a corresponding mathematical model of maintenance that would significantly
reduce the probability of system failure during operation between time points of condition
monitoring by rejecting potentially unreliable systems.

- To develop a new mathematical model of CBM for a finite time interval of system
operation, considering the probabilities of correct and incorrect decisions when checking
system suitability for use in the forthcoming period of operation.

- To develop CBM effectiveness indicators based on suitability checking, as well as
criteria to determine the optimal inspection schedule and replacement thresholds for systems
that affect or do not affect the safety.

- To develop techniques that allow using the proposed mathematical models in
solving problems of maintenance optimization of vehicles' equipment.

The object of the research shall be the processes of maintenance of digital avionics

systems and deteriorating equipment of vehicles.

The subject of the research shall be the mathematical models of maintenance of
vehicles’ equipment.

Methods of the research. The methods of mathematical reliability theory,
probability theory, and statistics, the theory of regenerative stochastic processes, as well as
methods of numerical analysis and simulation modelling are used to address the objectives

stated in the thesis.
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Scientific novelty of the obtained results.

1. For the first time, mathematical models have been developed to evaluate the
operational reliability indicators of continuously monitored LRUsS/LRMs and redundant
avionics systems over both a finite and an infinite time interval, which, unlike known
models, consider the characteristics of both permanent and intermittent failures, allowing to
assess the influence of intermittent failures on the maintenance effectiveness.

2. For the first time, generalized maintenance cost functions during warranty and
post-warranty periods of operation of redundant avionics systems, considering the
characteristics of permanent and intermittent failures, have been developed for alternative
maintenance options that differ by the number of maintenance levels (one, two or three),
allowing to choose the optimal maintenance option for each maintenance period.

3. For the first time, a mathematical model of CBM, based on condition monitoring
at scheduled time points has been developed, which, unlike the known models, takes into
consideration the unconditional probabilities of correct and incorrect decisions made when
checking system suitability. The model allows formulating the criteria for determining the
optimal replacement threshold for each inspection time and substantially reduce the
likelihood of system failure in the forthcoming interval of operation.

4. For the first time, generalized mathematical expressions to calculate the
effectiveness indicators of CBM over a finite time interval, as well as the criteria of joint
optimization of the inspection schedule and replacement thresholds for systems that affect
or do not affect safety, have been developed. These results allow significantly improve the
availability, reduce average maintenance costs and number of inspections.

Validity and trustworthiness of the obtained research results have been confirmed
by the sufficient and proper application of the mathematical apparatus of probability theory
and reliability theory, consistency of the obtained theoretical results with operational data,
as well as the results of simulation modelling.

The practical significance of the obtained results. The thesis creates a scientific
and technical basis for further improvement of maintenance of digital avionics and
degrading equipment of vehicles. The following practical results of the thesis research have

been achieved:
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- The techniques to calculate the availability, ORF and MTBUR of avionics
LRUSs/LRMs during warranty and post-warranty period for both FA and IMA architectures
have been developed, allowing to evaluate the impact of both permanent and intermittent
failures.

- A technique to minimize the cost of warranty maintenance for redundant digital
avionics systems, considering the impact of both permanent and intermittent failures, has
been developed. On the example of the ADIRS system of the Airbus A380, it has been
shown that in the case of the optimal arrangement of the warranty maintenance, the average
maintenance costs per aircraft may reduce by 28%.

- A technique to minimize the costs of post-warranty maintenance for redundant
digital avionics systems has been developed. It has demonstrated (through the example of
the ADIRS system mounted in the Airbus A380) that a three-level maintenance option, with
IFD at I- and D-level of maintenance, is optimal as it reduces the total expected maintenance
costs by 11 times compared to a one-level maintenance option and by over 8.5 times
compared to a two-level maintenance option without IFD.

- A technique of determining the optimal replacement thresholds for the case of a
known inspection schedule of the deteriorating system has been developed, which allows
reducing the system failure probability between inspections significantly.

- A technique for joint optimization of the replacement threshold and periodicity of
suitability checking, when monitoring the system condition, has been developed. It allows
to significantly increase the availability of systems that do not affect safety, as well as to
reduce the maintenance costs for systems that affect safety while reducing the number of
inspections significantly.

Personal contribution of the candidate. The main results of the thesis research were
obtained by the author independently. Studies [20-22] were conducted independently by the
author. The candidate has made the following contributions in the articles published in co-
authorship: in [32, 35] — analytical expressions to calculate the probabilities of correct and
incorrect decisions made when checking system suitability in the case of monotonically
decreasing and increasing stochastic processes of degradation. In [30] — development of a

new decision rule for one-time system condition monitoring based on the evaluation of the
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system remaining operation-to-failure time, as well as analytical expressions to calculate the
probabilities of correct and incorrect decisions. In [24, 31] — development of mathematical
models to determine the optimal replacement thresholds in the case of multiple suitability
checking. In [29] — a mathematical model to determine the optimal moments of condition
monitoring. In [25] — analytical expressions to calculate the mean times spent by the system
in various states in the case of CBM. In [27] — analytical expressions to calculate CBM
effectiveness indicators for safety-critical systems. In [26] — a mathematical model to
calculate the operational reliability of continuously monitored LRUs and redundant avionics
systems over an infinite time interval. In [33] — mathematical expressions to evaluate the
reliability and maintenance costs in the case of arbitrary distribution of operating time to
intermittent or permanent failure over a finite time interval. In [34] — mathematical
formulas to calculate the ORF, MTBUR and average cost of unscheduled repairs of LRUS
over an infinite time interval of operation. In [23] — a mathematical model of the LRU
operational reliability in the case of arbitrary distribution of operating time to permanent
and intermittent failure over a finite time interval. In [28] — development of analytical
expressions to calculate the average maintenance costs of redundant avionics systems during
warranty and post-warranty periods for alternative maintenance options that differ by the
number of maintenance levels (one, two or three), considering the impact of permanent and
intermittent failures.

Approbation of the results of the dissertation work. The research results have been
discussed at 14 international congresses, symposiums and conferences: 1) 2014 IEEE
Microwaves, Radar and Remote Sensing Symposium (Kyiv, 2014); 2) 2014 Asia-Pacific
Conference on Electronics and Electrical Engineering (Shanghai, China, 2014); 3) World
Conference on Control, Electronics and Electrical Engineering (Shanghai, China, 2015); 4)
World Congress on Engineering (London, UK, 2015); 5) World Congress on Engineering
and Computer Science (San Francisco, USA, 2015); 6) 4th International Conference on
Through-life Engineering Services (Cranfield, UK, 2015); 7) 2016 IEEE Aerospace
Conference (Big Sky, USA, 2016); 8) International Symposium on No Fault Found
(Cranfield, UK, 2016); 9) 9th IMA International Conference on Modelling in Industrial

Maintenance and Reliability (London, UK, 2016); 10) 19th World Conference on Non-
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Destructive Testing (Munich, Germany, 2016); 11) 5th International Conference on
Through-life Engineering Services (Cranfield, UK, 2016); 12) 2017 IEEE Aerospace
Conference (Big Sky, USA, 2017); 13) First World Congress on Condition Monitoring —
WCCM 2017 (London, UK, 2017); 14) 2018 IEEE Aerospace Conference (Big Sky, USA,
2018).

Publications. The main contents of the thesis have been published in 16 printed
publications, including three periodicals, two collective monographs, 11 proceedings of
international congresses, symposiums, and conferences. All publications indexed in
international scientometric databases, including 10 in the Scopus database and 4 in the Web
of Science database.

Structure and content of the thesis. The thesis consists of an introduction, four
chapters, conclusions, list of used references represented after each chapter, and three
appendices. The total number of pages is 196. In the thesis, there are 36 figures (including
14 figures on seven separate pages), 17 tables (including seven tables on six separate pages),

204 references on 28 pages and seven pages of appendices.
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CHAPTER 1:
ANALYSIS OF BREAKDOWN AND CONDITION-BASED MAINTENANCE
STRATEGIES FOR MODERN AVIATION EQUIPMENT AND STATEMENT OF
THE RESEARCH OBJECTIVES

1.1. Analysis of the current state of digital avionics maintenance

Until the late 1990s, digital avionics of most civilian aircraft, including Boeing (B757,
B767) and Airbus (A320, A330, and A340) series, was based on FA architecture with each
avionics system consisting of several LRUs. Each LRU has built-in test equipment (BITE),
which continuously monitors LRU operation in flight. Dedicated applications perform most
of the functions of conventional LRUs of IMA architecture used in B777 and A380. Generic
IMA modules called Core Processing Input/Output Modules (CPIOMS) run these dedicated
applications. The IMA structure also includes I/0 modules (IOMs). CPIOMs and IOMs are
LRMs, which are linked via the avionics data communication network (ADCN). Avionics
of A380 includes 30 LRMs, 50 LRUs with an Avionics Full Duplex Switched Ethernet
(AFDX) interface and approximately 30 LRUs with an ARINC 429 interface. LRUs/LRMSs
operate until failure (permanent or intermittent), which is registered in flight or after landing.
RUs/LRMs, rejected in flight, are removed from the aircraft and may be repaired either by
the manufacturer or at the airport maintenance facility.

Modern digital avionics systems are designed as modular units with high
requirements to testability and maintainability. A non-redundant avionics system usually
consists of one or several LRUs/LRMs. In turn, an LRU/LRM comprises a set of shop
replaceable units (SRUSs), each being a printed circuit board (PCB) assembly with non-
repairable electronic components. According to the structural classification of avionics
systems, the following three levels of maintenance are usually considered: organizational
maintenance (O-level), intermediate maintenance (1-level) and depot maintenance (D-level).
O-level maintenance is performed at an aircraft parking and is used for the rapid turnover
of LRUS/LRMs where these LRUs/LRMs can be removed and replaced with spare
LRUs/LRMs from the warehouse within a short period if they are rejected by BITE during

the pre-flight test or in-flight monitoring. LRUS/LRMSs represent the spare parts at this
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maintenance level. Specialized airport workshops, located usually at the base airports,
perform I-level maintenance. The I-level maintenance is more skilled and allows testing and
repairing the LRUs/LRMs removed from the aircraft at the O-level maintenance. Ground
ATE allow automating most test procedures at this maintenance level. Inoperable
LRUs/LRMs are repaired by replacing the faulty SRUs. Therefore, SRUs are the spare parts
at the I-level maintenance. The depot maintenance is more an opportunity than a location.
D-level maintenance supports O-level and I-level maintenance by providing engineering
and technical assistance that exceeds the scope of O- and I-levels. D-level maintenance is
usually performed in specialized repair centres or at original equipment manufacturing
facilities. The standard spare parts used at D-level within a three-level maintenance system
are non-repairable electronic components. The maintenance system may consist of two
levels if the only O- and D-levels are applicable. In this case, the spare parts at the D-level
maintenance include SRUs and non-repairable electronic components.

Many airlines currently dismiss the third level and sometimes the second maintenance
level to outsource work to specialized companies, which are called “repair stations” [1].
Major U.S. air carriers now use outsourced repair stations for up to 47 % of their
maintenance costs [2]. However, one of the largest U.S. airlines, American Airlines,
conducts most of its maintenance operations in-house [3]. Thus, there are many options for
avionics maintenance using one-, two- or three-level maintenance systems.

Unconfirmed failures, commonly called NFF events, significantly impact aviation
equipment operating costs [4]. By ARINC 672 [5], an NFF is the result of testing when a
unit removed as inoperable at a certain maintenance level is judged as operable by the results
of checking at the lower maintenance level. According to [6], the average financial losses
due to NFF per aircraft in U.S. civil aviation amounted to approximately $ 200,000 in 2013.
Similar losses exist in military aviation [7, 8]. For instance, according to the U.S.
Department of Defence, 3 out of 4 (75 %) weapon systems are subject to NFF-type failures
[8]. The U.S. DoD loses from $ 2 billion to $ 10 billion annually due to NFF events [9]. The
study [10] provides statistics on NFF events of avionics of F-16 aircraft of the Turkish Air
Force for 2013-2014. According to this study, NFF events amount to 45 % of the total
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number of failures. It should be specially noted that the problems of avionics account for up
to 75 % of all cases of NFF in the aviation industry [11].

Some of the terms used to describe NFF phenomenon include “trouble not identified”
(TNI), “no trouble found” (NTF), “cannot duplicate” (CND), and “re-test OK” (RTOK) [12,
13]. NFF is a chain of events, which usually starts with symptoms of a fault registered in-
flight, and later, after ground diagnostics and repair, the same symptoms are repeatedly
recorded in one of the subsequent flights. Financial losses due to NFF include additional
maintenance costs, costs for extra spare parts, losses due to the irregularity of flights, costs
for more technical diagnostics, etc.

The study [14] outlines the main NFF causes in civil and military aviation:

1) Intermittent failures.

2) Experience of technicians in failure diagnostics.

3) Experience of technicians in intermittent failure diagnostics.

4) Experience of technicians related to NFF.

5) Fault diagnostics guide.

6) Training of technicians in NFF diagnostics.

7) Environment factors (heat, vibration, etc.).

8) Component integrity (wiring).

9) Component integrity (connectors).

10) Experience of technicians with diagnostics equipment.

As seen from this list, intermittent failures (item 1) are the leading NFF cause, and
they are also present in the “experience of technicians in intermittent failure diagnostics”
cause factor (item 3). An intermittent failure usually implies a multiple-occurrence of self-
eliminating failure of the same nature. Intermittent failures in avionics systems may be
software-induced or hardware-induced. Intermittent failures of hardware, such as electronic
assemblies, are divided into four categories: printed circuit boards; connectors; components;
interconnections [15]. Intermittent failures are mechanical by nature. They occur due to
faults of electrical wiring, solder joints, screening braid, connectors, metal lines of integrated
circuits, etc. Modern electronic components are reliable, so the intermittent discontinuity

between printed circuit board components is becoming the main cost driver [9].
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Conventional ATEs cannot detect the locations of intermittent failures that cause the
appearance of NFF, for the following reasons: [9, 16]:

1) The parameter of the monitoring object is usually tested only once for a short
period, which generally does not coincide with the time of occurrence of the intermittent
failure;

2) Digital averaging, scanning and sampling of the test signal miss out intermittent
failures.

3) The removed LRUS/LRMs are tested in the laboratory rather than in the operating
environment where failures occur; the electrical wiring interconnect system is also tested in
a static environment.

4) Conventional ATE are designed to detect functional failures, faulty components,
as well as short circuits and breaks in electrical circuits and, is not capable of intermittent
failure diagnostics.

5) Intermittent failures that cause NFF do not correspond to any particular failure
pattern.

The second reason for ATE failing to detect intermittent failures requires some
clarification. Under the operating principle, digital multimeters take sample readings and
average them over a specified period before presenting to the operator. Most digital
multimeters take samples at millisecond intervals. Therefore, even if a high ohmic resistance
is detected in one or more readings, they would be entirely averaged out over a thousand
readings. Thus, digital multimeters are incapable of detecting intermittent ohmic faults of
Category 3 or shorter. According to the standard [17], Category 3 includes durations of
intermittent failures ranging from 501 microseconds to 5 milliseconds. Finally, let us
consider the fourth reason. Conventional ATE may not be used to test intermittent failures
for the following reasons [18]:

- ATE does not check all circuits or functional paths of the LRU/LRM, including
all connection paths to SRUSs, simultaneously.

- Conventional ATE does not test the LRUS/LRMs in the appropriate operating

environment.
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- Conventional ATE is incapable of detecting short-duration intermittent failures that
cause NFF.

Given the conventional ATE disadvantages, as stated above, specific specialized tools
for intermittent failure diagnostics are currently in development. For instance, Universal
Synaptics Corporation (USA) produces a Voyager Intermittent Fault Detector (VIFD) [19]
and an Intermittent Fault Detection and Isolation System (IFDS) [20].

VIFD is capable of connecting up to 256 or 512 electrical test points. VIFD is a
diagnostic tool that simultaneously and continuously monitors all devices tested in the
object, at the same time detecting intermittent faults with the duration as short as 50 ns.

IFDIS presents a modern intermittent fault diagnosis system that simultaneously and
continuously monitors each electrical path in the chassis, at the same time subjecting the
diagnosed object to a simulated operating environment. The hardware circuit of the neural
network detects and isolates intermittent faults of up to 50 ns occurring in any circuit of the
object during the test. The graphical test results indicate the exact location of the intermittent
fault for rapid repairs.

The U.S. Air Force used the IFDIS to diagnose one of its least reliable LRUs —
modular low-power radio frequency system (MLPRF) of F-16 AN/APG-68 [18]. 400 LRUs
were tested to detect intermittent faults, with the results showing that over 60 % of LRUs
had such faults. These LRUs had been tested earlier using ground ATE and were found to
be operable. All LRUs were returned to operation after repairs. Furthermore, MTBUR of
the repaired LRUs increased more than three-fold, and the economic effect amounted to
approximately $ 60 million. It should be noted that the cost of a single IFDS system is
$ 2.2 million, which limits its use by airlines. Therefore, the adoption of IFDIS or VIFD by

airlines may occur only after a feasibility study on the applicability of these systems.

1.2. Analysis of mathematical maintenance models of digital avionics systems

Avionics system performance indicators can be roughly divided into probabilistic and
cost-related indicators [21]. Probabilistic indicators include the availability, the operational
readiness coefficient, the coefficient of technical use, and the operational reliability

function. The cost-related performance indicators include the average maintenance cost and
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the average maintenance cost per unit time. Definitions of these indicators of maintenance
effectiveness are given in many studies, for example [22-27].

One of the most important indicators of the operational reliability of aviation
equipment, which is used by most airlines for inventory management, is the MTBUR [28].
Statistically, MTBUR is calculated as follows [28, 29]:

MTBUR=mt_ /N_, (1.1)

where tzy is the number of flying hours for a fleet of aircraft over a period; m is the number
of identical-type LRUs in the aircraft fleet; Ny is the number of unscheduled removals of
LRUs over the same period. Calculation of MTBUR by formula (1.1) is possible only after
the accumulation of a significant amount of statistical information.

The following analytical expression was proposed in [21, 30-32] to calculate MTBUR
of digitally monitored avionics systems over an infinite time interval:

l-e™

M1-(1-a)e™ |

where A is the LRU unrevealed failure rate; t is the periodicity of LRU checking; a is the

MTBUR =

(1.2)

conditional probability of a “false alarm” when checking the operability of LRU.

A similar expression was proposed in [33] for the case of a finite time interval:

MTBUR="|1-(1-a)' e<N+1>M}+{(1—exi)-[i—;]—r-eM}x

1.
1_(1_a)N+1e—(N+1)M ( 3)
X
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+ r(l—a)N g (N

where N is the number of LRU operability checks over the finite time interval T.

Expressions (1.2) and (1.3) may not be used to evaluate the MTBUR of digital
avionics LRUS/LRMs, since, firstly, modern avionics systems are monitored continuously
in flight, rather than periodically and secondly, these expressions do not consider the rate of
LRU intermittent failures.

A decision model of avionics system maintenance strategy is considered in [34]. The
ranking of maintenance strategies is based on the cognitive uncertainty information
processing. The example given in the study shows that a reliability-centred maintenance

strategy is the most suitable for avionics systems. However, it should be noted that the study
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does not consider the differentiation of avionics system failures into permanent and
intermittent ones. Also, the number of maintenance levels and ATE cost at different levels,
IS not considered at all.

A mathematical model is proposed in [35] to calculate the maintenance cost per LRU
socket in the aircraft.

C 2 (1.4)

socket,i repair,i

= fCp, +(1-T)C + T eV + (1= )T,

LRU repairi replace.
where f is the probability of replacing the LRU with a new one as a result of maintenance;
Crru,; 1s the cost of the i-th type LRU; €y ryrepair,i 1S the i-th type LRU repair cost; Trepiqce,i
is the i-th type LRU replacement time; V is the unit cost of losses due to non-use of the LRU;
Trepair,i 1S the i-th type LRU repair time. Stochastic simulation modelling is used to
determine the parameters of expression (1.4). A multifunctional display of Boeing 737 was
used as a tested object. This model disregards intermittent failures.

The study [36] uses a simulation model to compare the lifecycle cost of helicopter
avionics systems concerning various maintenance strategies, including unscheduled
maintenance (after failure registration), fixed-interval scheduled maintenance and
condition-based maintenance. The simulation model disregards intermittent failures.

In [37] a hierarchical simulation model was developed to assess the aircraft reliability.
The model considers system specifics and flight mission approaches. The proposed model
consists of submodules that correspond to components involved in carrying out a specified
flight task. The model is used to estimate the operational probability of mission execution
in cases with various combinations of system failures. The effect of intermittent failures on
the likelihood of performing a flight task is disregarded.

A simple mathematical model was proposed in [38] to evaluate the cost of
maintenance of an air data computer, which is a part of aircraft avionics:

TMC,, =( AMC, )m /1000, (1.5)

where TMC,.. is the total cost of airborne computer maintenance; m is the number of years
in operation; AMC,, is the annual maintenance cost of the airborne computer. Expression

(1.5) disregards the reliability characteristics of the airborne computer.
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The study [39] analyses the FMECA method (Failure Mode Effect and Criticality
Analysis) which specifies the maintenance scope and procedure for each of the analysed
aircraft systems. Reliability modelling is conducted under the function performed by each
part of the system, and then the entire system is divided into many subsystems, and each of
the subsystems is further divided into separate parts and components. The described method
does not divide failures into permanent and intermittent.

In [40], a two-level and three-level maintenance system of the F-117A stealth fighter
avionics are compared. The following formulas are used to determine the required number

of spare LRUs:

. TT+RCT

> = MTBUR/DFH’ (1.6)
ww _ TT+RCT

> = MTBF/DFH’ (1.7)

where S2IM and S3 s the number of spare LRUs for a two-level and three-level
maintenance system, respectively; TT is the expected time of transportation of the
dismantled LRU to the repair site and back; DFH is the daily flying hours; MTBF is the
mean time between LRU failures. Formulas (1.6) and (1.7) can only be used to compare
two-level and three-level maintenance systems regarding the number of spare LRUSs.

The study [41] also compares a two-level and three-level maintenance systems of
dismantled avionics LRUs. Cost savings granted by the transition from a three-level to a
two-level maintenance system are calculated using the following formula:

Total cost savings= (labour savings) - (increase in labour costs at the D-level
maintenance) - (increase in transportation costs) + or - (increase or decrease in spare parts
cost) + or - (change in the LRU cost by the manufacturer).

Simulation modelling determines each of the cost components. It should be noted that
the study does not differentiate between permanent and intermittent failures.

The study [42] considers a mathematical maintenance model for a continuously tested
single-unit digital electronic system that is subject to the revealed, unrevealed and
intermittent failures. In the case of an exponential distribution of time to failure, the

availability is determined by the following formula:
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A u+0 , 1.8
(u+x+6)(l+utCR)+6[(u+6)tm+MCR] (1.8)

where p is the revealed system failure rate; A and 0 are, respectively, the unrevealed and
intermittent failure rate. It should be noted that formula (1.8) is valid only for systems with
a continuous mode of operation. Avionics systems have an intermittent operation due to the
alternation of flights and landings. Therefore, expression (1.8) may not be used to evaluate
the avionics system availability.

The following generalized expression for operational costs determination was

proposed in [43]:

TLOC = m(MTTéij{zl N, ECC, (1+ g)lt}+:§1 K,(L+e), (1.9)
where m is the number of single-type LRUs installed on board an aircraft; T, is the average
aircraft flying hours per year; Ty is the total LRU maintenance time, expressed in the number
of years in operation; ECC; is the expected airline costs per one LRU repair in year t; K, is
the airline capital investments over the year t; € is the time discount rate, expressed in
fractions or percent per year; N, . is the number of aircraft in operation over the year t. The
formula (1.9) is of a generic nature. The parameters included in (1.9) shall be determined
for each of the maintenance options. For example, MTBUR is calculated in [43] using (1.3),
which does not consider the possibility of intermittent failures in flight.

The study [44] proposes an empirical model to estimate the maintenance unit cost per
hour depending on the total flight hours (flhours), aircraft size (assize), load factor (If),
average flight duration (avst), exchange rate (ers), number of passengers per airline
(airl_rpax) and gross domestic production (gdp):

U.... =5, + B flhours+ gBasize+ pIf + p,avst+ gers2+ pairl _rpax+ £.gdp, (1.10)

where 8, 8, are empirical coefficients. Expression (1.10) can be used for purely economic
estimations, but not for the selection of an optimal avionics system maintenance option.
The study [45] considers several NFF-related maintenance strategies. The authors
give statistics on NFF events, according to which NFF events make approximately 70 % of
all avionics failures in military aviation. The following three maintenance strategies are

considered:
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1) Itisassumed that after rechecking by ground ATE all dismantled LRUs with NFF
are mounted back on board the aircraft.

2) Itisassumed that all dismantled LRUs with NFF are defective, so such LRUs are
re-tested in conditions close to flight conditions to identify and remove all defects that cause
the appearance of NFF in flight.

3) Only those LRUs with NFF are repaired, which have been selected by the
technicians based on their experience.

The average maintenance cost for the first strategy is:

Crro= C,+55.125 %C,+14.875 %C,, (1.11)
where Cyrr ¢ is the cost of testing LRU with NFF using ground ATE; C; is the cost of
handling and administering each LRU in an operable state; Cy is the cost of handling and
administering each LRU with NFF.

The average maintenance cost for the second strategy is determined as follows:

Crpp= 174.4625 %C+ C.,+ 4.4625 %Coy+55.26 %C,+12.57 %C,, (1.12)
where C.g is the cost of testing the LRU with NFF in conditions close to flight; Cx, is the
cost of repairing the LRU with NFF.

The average cost of maintenance when using the third strategy is

Crr= C,+17.5 %C,,+59.281 %C,;+14.9 %C,, (1.13)
where Cp; is the average cost of repairing the LRU dismantled from the aircraft (4,375% of
repairs correspond to the LRU with NFF and 13,125% of repairs correspond to operable
LRUs). It should be noted that expressions (1.11)—(1.13) are empirical and can only be used
with the specified percentage distributions of confirmed and unconfirmed failures.

The following mathematical formula is proposed in [21, 27] to calculate the ORF

P,(kty, t) of a periodically checked avionics system:

P,(kt,,t)= kzl P.(jt,)e” " (1—a)"" +P(kt, )e ), (1.14)

where ktp <t < (k+ 1)ty; P.(jty) is the probability of removing the LRU from the
aircraft board by the results of the j-th pre-flight check of the LRU with the help of the BITE;

tg is the aircraft flight time; A is the LRU unrevealed failure rate; a is the conditional
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probability of the BITE “false alarm™. Expression (1.14) applies to the case of a periodically
checked LRU and absence of intermittent failures.
The following expression is proposed in [46] to evaluate the costs of aircraft
equipment maintenance:
CMT =C,+C_ +C +C,+C, +C,, (1.15A)
where C; is the cost of spare parts; C,, is the cost of necessary materials; C, is the
maintenance personnel costs; C¢, is the cost of tools and supporting equipment; C; is the

cost of renting premises; C, is the cost of technical data.

The study [47] considers a logical model of the primary cost drivers of the total cost
of NFF consequences. The analysis shows how to choose the most suitable drivers to
represent the total losses due to NFF. The generic framework for NFF cost estimation
demonstrates how both qualitative and quantitative information can be used to achieve the
maintenance goals. This article outlines the relevance of NFF consequences cost estimation
problem, but no mathematical or other models are proposed to solve it.

The following references are not related to the models of avionics maintenance which
are the subject of this study. However, these references are essential for understanding the
proposed mathematical model of operational reliability assessment of avionics LRUS.

The study [48] analyses an intermittent fault detection strategy which incorporates
testing at regular intervals. The exponential distribution of time to permanent and
intermittent failures is assumed. The optimal testing periodicity is determined, which

maximizes the probability of detecting an intermittent failure upon its first appearance:

logo—log
o= g 3 o (1.15)

where 0 and A are, respectively, the intermittent and permanent failure rate.

It should be noted that this model is not suitable for assessing the operational
reliability of avionics systems for two reasons. Firstly, avionics systems have continuous in-
flight monitoring rather than a periodical. Secondly, the duration of intermittent failures is
tens of nanoseconds to hundreds of microseconds, and the testing periodicity determined by

formula (1.15) may be hundreds of hours.
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The study [49] considers a telecommunication system with intermittent faults. The
time to a fault has an exponential distribution. Faults become permanent when the
unrevealed state duration exceeds the upper time limit. This model is not appropriate for
assessing the reliability of avionics systems because the operating mode of
telecommunication systems is continuous, while avionics systems operate in a discontinuous
mode.

The study [50] presents a Markov model of general-purpose reliability with three
states for systems with both permanent and intermittent faults. A comparison is made
between the reliability of duplex and redundant systems. As in [49], the proposed model can
be used for systems of continuous operation only.

The study [51] considers a reliability model to determine the optimal intermittent
fault-testing periodicity for pipelined embedded processors regarding the minimum testing
cost. The continuous-time two-state Markov model is used for probabilistic modelling of
intermittent faults. The cost function has the following form:

C(T)=(1-q)xNxD+gxE{R}, (1.16)

where T is the testing periodicity; q is the probability that the existing fault becomes active
(any number of times) during the time interval [0, B] required to complete one task; N = B/T
Is the number of tests within [0, B] time interval; D is the single test duration; E{R} is the
mathematical expectation of the time required to detect the intermittent fault in the
processor. As in [49, 50], this model can only be used for continuously-operated systems
with periodic condition monitoring.

A model for assessing the reliability of digital systems that are subject to both
permanent and intermittent faults is considered in [52]. The digital system reliability
assessment is based on a three-state Markov model. The following formula determines the

probability of failure-free operation:

— u Y U —(u+v+n)t
R(t) M+Ue +M+De , (1.17)

where v is the transition rate from an operable state to an intermittent failure state; p is the

transition rate from an intermittent failure state to an operable state; A is the permanent
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failure rate. This model is intended for continuously-operated digital systems, therefore may
not be used to assess the operational reliability of avionics systems.

A Bayesian network based on the method for diagnosing transient and intermittent
faults was proposed in [53]. This Markov model may not be used to model avionics system
faults since transient faults usually occur in electrical power systems.

The study [54] assesses the impact of various scenarios of restoring the processor
after occurring intermittent faults on its performance. The operation of a fault-tolerant multi-
core processor is simulated in the presence of intermittent faults, subjected to exponential
and Weibull distribution. The study shows that 40 % of processor faults are intermittent and
60 % are permanent. The results of the study may be used to select the law of time
distribution until an intermittent fault occurrence in digital modules of avionics systems.

In the study [55], a strategy of imperfect checks is investigated to detect intermittent
faults in a computer system. The system is tested periodically, and its failure is detected with
a certain probability at the next test time. The expected cost of detection of an intermittent
fault is determined. In the case of exponential distribution of time to failure, the optimal
testing interval T* is determined by solving the following equation:

C(;D/T}: (e _1)[5;(1_(3”*)#%1} , (1.18)
where pand q = 1 - p are, respectively, the probability of detection and non-detection of an
intermittent fault; A is the intermittent fault rate; cj, is the expenses per unit time due to the

faulty state of the computer; C,, is the total expected costs for the computer operation. This

model can be used only for systems with periodic testing and continuous operation.

1.3. Analysis of current trends in the condition-based maintenance of vehicles’
equipment

The US military standard ADS-79D-HDBK [56] describes the CBM system in the
US Army and defines the general guidance needed to achieve the CBM goals of the Air
Force and unmanned aerial vehicles. The standard contains specific proven methods to
achieve the CBM functional objectives while stating that these methods should not be

considered as the only means for achieving the set goals. The ADS-79D-HDBK standard

35



gives the following definition to the CBM: CBM is a set of maintenance processes and
capabilities derived primarily from real-time system condition assessment obtained from
embedded sensors and external measurements using portable equipment. CBM depends on
the collection of data from sensors and the processing, analysis, and correlation of these data
with the material conditions that require maintenance actions. The system condition
assessment is conducted through continuous or periodic condition monitoring. Condition
monitoring provides data for the equipment “health” assessment and maintenance is
performed only when necessary.

As explained in ADS-79D-HDBK, the goals of the CBM system are to minimize the
volume of heavy forms of maintenance, increase aircraft availability, improve flight safety
and reduce maintenance costs.

The following objectives shall be addressed to achieve these goals:

- Determine the time intervals after which specific maintenance or replacement of
equipment components is required;

- Accumulate the statistical data on the use of each piece of equipment or aircraft.

- Determine the equipment component degradation rate and estimate the remaining
useful life.

- Utilize data to support a balanced approach in establishing repair limits.

- Accumulate data required for effective risk management of the aircraft fleet.

The ADS-79D-HDBK standard pays particular attention to setting the task of
determining the optimal inspection schedule of equipment components that are subject to
wear and degradation. At a qualitative level, the problems of determining the inspection
times and the threshold for replacement of equipment components are considered to prevent
its failure. Figure 1.1 illustrates the concept of a widely used inspection planning
methodology for detecting damage and defects in equipment during operation. To include
the failure mitigation effect, the replacement threshold aypz is considered. In general, the
aypg threshold provides a high probability of failure mitigation.

If there is a probabilistic defect detection model, the replacement threshold aypg 1S
selected from the condition that a 90% probability of defect detection is provided with 95%

certainty. By analogy with the concept of the P-F interval [57-59], the remaining useful life
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presents the period during which the value of the degradation parameter changes from the

aypg o the failure threshold of the equipment component, as shown in Fig. 1.1.
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Fig. 1.1. The current approach to determine inspection interval [56]

Due to the random nature of the degradation process, the remaining useful life is also
arandom variable. To eliminate the effect of this randomness, the evaluated average residual
lifetime is further divided by the tolerance coefficient of the inspection interval to damage,
SF. The SF value is usually in the range of 3 ~ 4. In this manner, the following formula
determines the inspection interval value fort > T
Tircpecion = 1/SF . (1.19)

Theoretically, the first inspection shall be carried out at the time which corresponds
to the intersection of the degradation parameter curve with the threshold a,pg. In practice,
the first inspection is carried out after the equipment has been in operation for 1/4 or 1/2 of
the mean time of failure-free operation.

From the above description of the existing methodology to determine the inspection
schedule of the equipment degrading components, it can be seen that in fact, this technique
is heuristic, and not mathematically justified. The standard ADS-79D-HDBK specifies the

relevance and necessity of solving the task of achieving the most effective inspection
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schedule within the limits of the target reliability constraints, which should ensure a
minimum number of inspections, while the risk of failure should not exceed the maximum
allowable level.

At present, CBM is widely introduced into the operating practice of ground and on-
board equipment of vehicles. For instance, Boeing and GE Aviation have jointly developed
a standard for introducing CBM in civil aviation and other industries [60, 61]. The standard
defines the Open System Architecture for CBM (OSA-CBM). The OSA-CBM standard
enables and presents ways to reduce maintenance costs, improve communication between
different departments and incorporate changes in system design and further cooperation in
the field of aircraft systems CBM.

ISO standards for condition monitoring and diagnostics of machines offer a
trustworthy guide for establishing a typical CBM procedure. For example, 1SO 17359 [62]
presents an overview of a generic method recommended for use when a condition
monitoring programme is being implemented and provides further detail on the critical steps
to follow. The standard presents the concept of activity by condition monitoring to identify
the root causes of failure and describes a general approach to the definition of alarm criteria
associated with the forthcoming of failure, carrying out diagnosis and prognostics, as well
as increasing the trustworthiness of diagnostic and prediction results that are further
developed in other international standards.

ISO 13379-1 [63] presents the main aspects of the data interpretation and diagnostics
methods. This standard considers the Failure Modes Symptoms Analysis (FMSA) method
in detail. The task of the FMSA method is to select a technology and a condition monitoring
strategy that maximizes the trustworthiness of the diagnosis and the prediction of this type
of failure. The FMSA method is a further modification of the FMECA method [64-67],
aimed at selecting diagnostic parameters by which it is possible to determine the type of
defect or failure and to formulate the strategies of condition monitoring.

Another standard that serves as a guide for the maintenance systems development is
Maintenance Steering Group-3 (MSG-3) [68]. The title of this document is
“Operator/Manufacturer Scheduled Maintenance Development”. MSG-3 was developed by

the maintenance steering group of the U.S. Aviation Transport Association (ATA). The
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MSG-3 standard is used for the development of maintenance plans for aircraft engines and
systems before the aircraft goes into service. MSG-3 is a top-down approach to determine
the consequences (safety, timeliness, and economy) of failure, from the system level and
down to the component level. The failure effects are divided into five categories, and if the
effects fail to be mitigated, then the system must be redesigned. For example, the use of
MSG-3 led to necessary design changes for control and lightning protection systems of
Boeing 787-8. Besides, the MSG-3 methodology has helped to increase safety while
reducing maintenance costs by up to 30 percent [69]. MSG-3 is currently the only
methodology for commercial aircraft manufacturers. According to Advisory Circular AC-
121-22C [70], the Federal Aviation Association (FAA) policy states that the latest MSG-3
analysis procedures should be used to develop routine scheduled maintenance tasks for all
new aircraft. This is the only methodology adopted by the U.S. airworthiness authorities.
Most major manufacturers of business aircraft also adopted the MSG-3 standard with the
support of the National Business Aviation Association (NBAA).

In 2012, the U.S. DoD approved Instruction 4151.22 “Condition Based Maintenance
Plus (CBM") for Materiel Maintenance” [71]. CBM™ is the application and integration of
appropriate processes, technologies, and knowledge-based capabilities to achieve the
targeted availability, reliability, operational and support costs of the DoD systems and
components throughout their life cycle. At its core, CBM™ is the maintenance performed by
identifying the most efficient approach to maintenance, integrating technologies and CBM
capabilities with other maintenance strategies that enhance the availability and efficiency of
the systems and components of the US DaoD.

The International Association of Aerospace, Automotive and Commercial Engineers
(SAE International) has issued the standard JA6268 “Design & Run-Time Information
Exchange for Health-Ready Components” [72]. The purpose of this document is to clearly
define the best methods by which the IVHM functionality relating to components and
subsystems should be integrated into applications at the vehicle or platform level.
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1.4. Analysis of CBM mathematical models of vehicles’ equipment

A growing interest in CBM is manifested by a large number of studies devoted to
various mathematical models and methods of optimization. The majority of the existing
CBM models with scheduled inspections can be conditionally divided into two groups:
CBM models with perfect inspections and CBM models with imperfect inspections. First,
let us consider CBM models with perfect checks.

An optimal replacement strategy for CBM with optimal inspection intervals is
considered in [73] for the case when degradation corresponds to an inverse Gaussian process
with random effects. According to the proposed model, inspections are carried out at regular
intervals {0, 6,25, ..., k5, ...}, where 6 is the inspection periodicity. The following formula

calculates the total cost of inspections:

S(8)=1 “exg 5] (1.20)

where c; is the cost of a single system inspection; r is the discount factor.

The corrective and preventive maintenance costs as well as the cost of idle time, are
added to the total cost of inspections to get a target optimization function for determining
the optimal inspection periodicity.

The studies [74, 75] present a model of optimal periodic inspections based on the
class of increasing Markov processes:

X=X, +2(X,—X,,), (1.21)

s<t

where X, is the initial process value; X, — X,_, is the process increment at the s-th step of
its development. A stochastic gamma process, which belongs to this class of Markov
processes, is used as a degradation model. The inspection periodicity and preventive
maintenance threshold are considered as controlled variables. Failure can be detected only
through inspection. The system is renewed when the check indicates that the preventive
maintenance threshold or failure threshold has been exceeded. The optimal values of the
inspection periodicity and preventive maintenance threshold are determined by minimizing
the expected average maintenance cost per unit time.

The study [76] discusses the problem of functional checks in reliability centered

maintenance (RCM). A general cost model is developed under the assumption of a non-
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decreasing system degradation process. Joint optimization of the potential failure threshold
and inspection intervals is considered to minimize the expected operating cost per unit time.
A gamma process describes a stochastic process of degradation.

The study [77] considered a system that is subjected to stochastic degradation and
monitored using perfect inspections. When the system condition exceeds the failure
threshold L, the system goes into a failed state, and a corrective replacement is immediately
performed, after which the system becomes as good as new. When the system condition
upon inspection is found to exceed the given critical threshold A, the system is still
functioning but considered as “worn-out,” and a preventive replacement is carried out. N (N
> 1) thresholds &, €, are set in the range of system states (&, = 0) in order to distinguish the
N intervals of possible decisions (0 <& <... < & < L). The last threshold &y denotes the
critical threshold A. The measurement error of the monitored parameter is considered
negligible. The system operating costs per unit are minimized. The following formula

presents the cost function per unit time:
v £ 1 En L +o0 N
Ecw(z;l,gN)=Kt(cijo g, (x)dx+c, [0 g, (X)dx+c. [ g (x)dx+G,[; g (x)dx), (1.22)

where c;, ¢, and c. are the cost of an inspection, a preventive replacement cost and a
corrective replacement cost, respectively; ¢, is the income per unit time when the system is
in operating state; g:(x) is the density function of the system stationary state equal to x with
an inspection scheduled; g»(x) is the density function of the system stationary state equal to
X with no inspection scheduled; g(x) = g1(x) + g2(x). The selection of the inspection schedule
and the critical threshold A affect the cost-effectiveness of the maintenance strategy.

The study [78] proposes a mathematical model to investigate the joint influence of the
preventive replacement threshold and inspection schedule on the total costs of the system
maintenance. The gamma process describes the stochastic process of degradation of the
system, and the inspection schedule can be any positive and decreasing function that must
be optimized. The global cumulative cost function over the interval [0, t] is determined as:

C(t)=CN,(t)+C,N, (t)+C.N, (t)+C,d(t), (1.23)
where C;, Cyp, C. are, respectively, the costs for inspection, preventive repair and corrective

repair; C, is the cost of idle per unit time; d(t) is the system downtime over interval [0, t].
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The study [79] considered a decision-making model that allows determining the
schedule of inspections, depending on the failure characteristics of the equipment to be
inspected. The model considers the maintainability of the system and the preferences of the
decision-maker related to costs and idle time.

A model proposed in [80], considered preventive and corrective maintenance cost, as
well as inspection cost to determine the optimal inspection and replacement policies, to
minimize the total average cost of replacements and inspections.

The study [81] considered an approach to the construction and optimization of CBM
policy for an accumulative degradation system. It is assumed that the system condition
inspections are perfect. The optimization target function is the total cost of various

inspections, replacements, and idle time, which is determined by the following formula:

_ _GE, (N, (T))+c, +(c.—¢, )P, (X, >L)+c,E (D,(T,))
Cm(ro,rl,rz,é)— En(Tl) :

where t,, 74, and 7, are inspection periodicities, which correspond to different durations of

(1.24)

the system in a stressed state; & is the preventive replacement threshold; ¢, and c. are,

respectively, the preventive and corrective replacement cost; N;,(T;) is the number of
scheduled inspections until time T;; D, (T;) is the system idle time in the interval (0,T;);
T;is the duration of the semi-renewal cycle ; E,; is the mathematical expectation symbol; P,
is the event probability symbol.

The study [82] presented a CBM structure for a gradually degrading single-unit
system. The proposed decision-making model is used to determine the optimal inspection
schedule and if necessary, the replacement times as well, to balance the system failure costs
and the losses due to the idle time over an infinite time interval. The controlled variables are
the replacement threshold and inspection schedule. Inspections are assumed to be perfect.

The study [83] considered CBM of a single-unit system subject to dependent failures
due to deterioration and traumatic shock events. A periodic inspection (replacement)
strategy is proposed based on the results of condition monitoring, which minimizes the

following cost function:
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M ):cpPp(T,M )+C,(1- Pp('IE',[I;/rI]))+CdE[Wr]+CiE[Ni] |

where E[z,], B,(T,M), E[W,], and E[N;] are, respectively, expected time to replace the

C

(1.25)

ins

system, the probability of preventive replacement during a regeneration cycle, the expected
system idle time and the expected number of inspections during the regeneration cycle; T is
the system inspection periodicity; M is the preventive replacement threshold.

The study [84] introduced the maintenance scheduling threshold for organizing the
maintenance resources according to the system state. The maintenance scheduling threshold
is used as a controlled variable in combination with the preventive maintenance threshold
and failure threshold. The formula determines the expected maintenance cost for one

regeneration cycle

[ P(1)C.+P.(§)C,+Py(1)Cs+E(Tus (1))Cus +E(Tuc (§))Cuc
CR(XS’XM):%;[P(J) +P(1)C.+P(1)C+E(Tos (1))Cos +E(Tic () J’(LZG)

AR+ P(D)+P(D](E+T)+E (T (1) E(Tue (1)

where X is the maintenance scheduling threshold; X,, is the preventive maintenance
threshold; j is the time index for the period from (j — 1)At to jAt; P;(j), P,(j), and Ps(j)
are the probabilities that at time jAt the system state parameter is less than the preventive
maintenance threshold, greater than the preventive maintenance threshold and less than the
failure threshold, and greater than the failure threshold, respectively; C,, C,, and C5 are cost
values, which correspond to the three system states; Ty, is the delay in the supply of spare
parts; Ty,c is the operator delay; Cy s is the spare parts supplier delay’s cost per unit time;
Cw ¢ 1S the cost of waiting for the operator per unit time; E is the mathematical expectation
symbol; T; is the lead time of the order.

The study [85] considered a redundant dual-unit configuration typically used in
avionics systems. Simulation of the system operation is carried out by a Markov process
with a finite number of states and continuous time. The study does not consider the
replacement threshold and the probability of incorrect decisions made during a periodic
inspection of the second unit.

The study [86] considers a CBM strategy with three possible actions: periodic

inspection, preventive replacement, and corrective replacement, respectively. A preventive
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or corrective replacement renews the system state. It is assumed that the system'’s periodical
inspections are perfect. The study considers two maintenance policies about the change
point of the degradation process T,.. maintenance policy for t < T, and maintenance policy
for t > T.. Each policy has its preventive maintenance threshold, where A, < A;. The
adaptive maintenance optimization task comes down to finding values At, A; and A,, which
minimize the expected long-term costs E[C(T)]:

The study [86] considers a CBM strategy with three possible actions: periodic
inspection, preventive replacement, and corrective replacement, respectively. A preventive
or corrective repair renews the system state. It is assumed that the system’s periodical
inspections are perfect. The study considers two maintenance policies concerning the
change point of the degradation process T,.: maintenance policy for t < T, and maintenance
policy for t > T.. Each policy has its preventive maintenance threshold, where A, < A;.
The adaptive maintenance optimization task comes down to finding values At, A; and A,,

which minimize the expected long-term costs E[C(T):
E[C(T)|=CE[N,(T)]+C,P.(At, A, A )+C.P. (At A, A )+CE[W(T)], (1.27)

where T is the regeneration cycle duration; C; is the cost per inspection; E[N,(T)] is the
expected number of inspections during the regeneration cycle; Pp(At, A, A,) is the
probability that the regeneration cycle will end due to preventive maintenance;
P-(At, A4, A,) is the probability that the regeneration cycle will end due to corrective
maintenance; Cp and C, are the preventive and corrective maintenance costs, respectively;
E[W(T)] is the average system idle time during the regeneration cycle; Cj is the system
idle time cost per unit time.

The study [87] proposes a maintenance policy for degrading systems with state-
dependent operating costs. The system is replaced when the level of its degradation exceeds
the replacement threshold. By denoting the minimum total maintenance cost as V (k, Xj)
over an infinite time interval with the initial state (k, X;), the optimality equation satisfies
the Bellman equation, expressed as

c.+V(0,0), if X, >I;

V(k X,)= min| c, +V (0,0),eU (k, X, )+e W (k, X, )], if X, <],

(1.28)
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where 1 is the inspection periodicity; X, is the system state during the k-th inspection; c,, is
the preventive maintenance cost; [ is the system functional failure threshold; r is the discount
factor; c. is the corrective maintenance cost; U(k, X}) is the expected cost of transition to
(k+1)-th inspection.

The study [88] presents a CBM optimization method for series-parallel systems aimed
at minimizing the maintenance costs. The target function in this study represents a sum of
average maintenance costs per unit time and system installation costs. The constraint in the
optimization task is imposed on the availability. The theory of semi-regenerating processes
and the universal generating function [89] are used to evaluate the target cost function and
availability. The formulation of the optimization problem is as follows:

Target: minC, =C,, +C,,,
{Limit: A >A, (1.29)

where Cs is the target cost function; C,y is the system installation cost; C,, is the system
maintenance cost; A is the system availability; A, is the required value of system
availability. The controlled variables in (1.29) are the reliability structure of the system and
periodicity of condition monitoring.

The tasks of joint optimization of the preventive maintenance threshold and schedule
of perfect inspections when using CBM strategy were also considered in [90-101].

Let us now analyse CBM models with imperfect inspections. The study [102]
examined a maintenance model with periodic inspections. Imperfect periodic inspections
occur with a periodicity t within the selected time interval [0, (n + 1)t]. When inspecting
the system its failure is detected with the probability p € (0.1). After failure detection, a
corrective repair of the system is performed. If no failure occurred over [0, (n + 1)t] or it
was not detected, then the system is replaced with a new one at the time point (n + 1)t. The
goal is to determine the optimal frequency of imperfect inspections between preventive
maintenance, which minimizes the cost of maintenance. The following formula determines

the expected maintenance cost:

E(C)zcz[g;yi [n—i +;Z:(1— p)"j+nF_X((n +1)t)}+iyiEr cs(u)du}ggyi +c, (1.30)
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where c, is the cost of system repair; c, is the system inspection cost; ¢ is the instantaneous
cost of unrevealed failure; y; is the probability of unrevealed failure, which occurs after
preventive maintenance when i inspections remain until the next scheduled preventive
maintenance; D; is the time until unrevealed failure detection when an unrevealed failure
occurs between (n—i) and (n—i+ 1) inspections; c;(u) are the losses due to an
unrevealed failure when the time duration in the unrevealed failure state is equal to u; Fy (x)
Is the distribution function of the time to unrevealed failure.

The remarks concerning this paper are as follows:

1) Only two probabilities associated with imperfect inspections are considered,
namely the conditional probability of true negative (p) and the conditional probability of
missed detection (1 — p). The conditional probability of false alarm and the conditional
probability of true positive are disregarded.

2) A preventive maintenance threshold for system inspection is disregarded.

3) The conditional probability of true negative (p) is constant at each check and does
not depend on the system degradation process parameters.

It should be noted that the majority of maintenance models with imperfect inspections
typically consider two types of errors: “false alarms” with probability a and “missed
detection” with probability B and, accordingly, correct decisions with probabilities 1 —a and
1 — B. Examples of such maintenance models are presented in [103-107]. As an example,
we will analyse the maintenance model proposed in [107]. A periodically inspected system
can be in one of the following states: good, defective, and failed. The system in a defective
state enters a wear state but still functions.

Failure of the system is detected immediately since the system ceases to function.
However, the inspection only can identify the defective state. In the case the system failure
has significant consequences, then it is desirable to replace the system if the defective state
is detected during the inspection, rather than to allow operation until failure. The system
becomes as good as new after replacement. The following formula determines the expected

cost of system maintenance during one regeneration cycle:

E[C(7)]=GE(K)+c,P(c,)+¢c,[1-P(c,) |, (1.31)

46



where ¢, and 1 are, respectively, the cost and periodicity of inspection; c, is the cost incurred
due to failure; ¢, is the cost of preventive maintenance; E(K) is the mathematical
expectation of the number of inspections during one regeneration cycle; P(c,) is the
probability that the regeneration cycle will end with preventive maintenance.

As in [102], the threshold of preventive maintenance is not considered when checking
the system and the conditional probabilities of incorrect decisions a and 3 are constant and
do not depend on the parameters of the system degradation process. Strictly speaking, the
maintenance models proposed in [102-107] are not CBM maodels, since in reality the error
probabilities when checking the system condition are not constant coefficients, but depend
on the time and parameters of the degradation process. Moreover, as shown in [108, 109],
such models also depend on the results of the previous checks. Therefore, in the further
analysis, we will consider only those studies in which the observed process at the condition
monitoring includes either a measurement error or the probabilities of correct and incorrect
decisions that are functions of the system degradation model.

The study [110] considered a decision-making model for the case of periodic
inspections of the system condition, which minimizes the expected average cost per year.
After repair, the system becomes as good as new. The observed stochastic process Y(t)
includes the original process X(t) and a normally distributed measurement error &:

Y)=X({)+e, e—> N(O,cg)’ (1.32)

The convolution determines the likelihood function of measurement y at a given

system parameter degradation rate p

L(ylw)= £ (Y) =L, fxo (y—&)fe (e) de, (1.33)
where fxq(y — €) = Ga(y — €lat, b) is the likelihood function of increment X(t); a and b are
the parameters of a stochastic process with a gamma distribution. The average cost per unit
time is described by the relation of the expected cost per regeneration cycle to the expected
regeneration cycle duration:

C(p,m,Ak)=E(C,)/E(1), (1.34)

where Ak is the interval between inspections. The expected cost per regeneration cycle is
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E(C,)= i( jcl+cp)Pr{X ((j—1)Ak)< pm, pm < X (jAK)<m}+ (1.35)
=1 .
[(j—l)cl+cF]Pr{X ((J-1)Ak)< pm, X (jAk)>m},
where c1, Cp, and cg are the costs for inspection, preventive and corrective replacement due
to a failure, respectively.

The study [111] considered a CBM model, in which the measurement result included
the initial process of system degradation along with a normally distributed measurement
error. Probabilities of incorrect decisions made during inspections are disregarded.

A CBM model, which utilizes a stochastic Wiener process X(t) to model degradation

with measurement errors g, is studied in [112]:
Y (t)=X (t)+e, (1.36)
X(t)=BA(t)+oB[ A(t)], (1.37)
where Y(t) is the measurement result of the system state parameter; B is the drift rate
parameter; A(t) is the drift function; ¢ is the volatility parameter; B(t) is the standard
Brownian motion. Within this model, the distribution of the remaining useful life is
calculated, which is used to make decisions about restoring or using the system.
A novel approach to the evaluation of the remaining useful lifetime of lithium-ion
batteries is proposed in [113] based on the Wiener process with measurement error:
X(t)=BA(t)+oB[ A(t)], (1.38)
where A is the drift parameter; oy is the diffusion parameter. The remaining notations have
the same meaning as in (1.37). The inspection schedule is assumed to be known.
The studies [114-123] considered the degradation process models related to CBM for
objects of different physical nature.
1.5. Statement of research objectives
The analysis of the current state of digital avionics systems maintenance shows that
three maintenance levels (O, | and D) are practiced in civil and military aviation, which
differ by the place of maintenance performing and depth of fault detection by the available
diagnostic equipment. Besides, many potential maintenance options of avionics systems are

possible that differ by the number of maintenance levels and the use of outsourcing. No
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Fault Found events have a significant impact on the maintenance cost of removed
LRUS/LRMs, with their main cause being intermittent failures that occur in flight.
Conventional ATE cannot diagnose intermittent failures in removed LRUs/LRMs for
various reasons. Therefore, specialized types of diagnostics equipment are used to detect the
intermittent failures, which are capable of simulating flight conditions with simultaneous
and continuous monitoring of all tested devices of the diagnosed object. The cost of such
diagnostic equipment is high; therefore, before its use in multilevel maintenance systems, it
IS necessary to conduct a feasibility study.

The analysis of the mathematical models of digital avionics maintenance shows that
currently no mathematical models exist to calculate MTBUR, availability, ORF and average
maintenance costs of continuously monitored redundant avionics systems that differ by the
number of maintenance levels (O-, I- and D-levels), and consider maintainability and fault-
tolerance to permanent and intermittent failures. Moreover, no mathematical models exist
to evaluate the applicability of IFDs at the D-level maintenance of avionics LRUS/LRMs.

The analysis of the latest international standards, instructions, and guidelines for
vehicles’ equipment maintenance shows that CBM is based on the condition monitoring,
which determines the equipment health to provide maintenance only when it is needed. The
goals of CBM are to minimize a heavy volume maintenance checks, increase aircraft
availability, improve flight safety, and reduce maintenance costs. To achieve the set goals,
it is necessary to address a number of tasks among which the most relevant are the tasks
related to determining optimal time intervals at the end of which specific actions are required
to maintain or replace equipment components subjected to wear and degradation,
determination of the equipment component degradation rate and evaluation of the remaining
useful life. CBM effectiveness largely depends on solving the problem of determining the
optimal schedule of condition monitoring within the limits of the target reliability
thresholds, which must ensure a minimum number of inspections, while maintaining the
failure risk below the maximum allowable level.

The analysis of CBM mathematical models shows that a large number of research
papers published in top-tier scientific journals and proceedings of prestigious scientific

conferences are devoted to mathematical modelling of various CBM problems. The
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published studies pay particular attention to the determination of the optimal preventive
replacement threshold, optimal inspection schedule, the trustworthiness of inspections,
optimization criteria, as well as degradation process models. The majority of published
CBM mathematical models consider perfect inspections, in which the system condition is
determined accurately. The mathematical models of maintenance with imperfect inspections
are based on the decision rule, aimed at rejecting only systems that are inoperable at the time
of condition monitoring. The drawback of this decision rule is the impossibility of
discarding the systems that may fail within the period before the next time point of
inspection. Also, these mathematical models assume that the probabilities of incorrect
decisions are constants and do not depend on the time and degradation process parameters,
which does not reflect the real conditions. The reviewed studies do not include any statement
of joint optimization tasks of the inspection schedule and preventive replacement threshold
for each time of inspection. The publications pay little attention to the development of
mathematical models and criteria for optimizing CBM of systems that affect safety.

Thus, the purpose of the thesis is to develop mathematical models of run-to-failure
maintenance of digital avionics systems, considering permanent and intermittent failures, as
well as the CBM models of vehicles’ degrading equipment based on imperfect inspections.

From the conducted analysis it follows that to achieve this goal it is necessary to solve
the following tasks:

- To develop mathematical models for evaluating the operational reliability of
continuously monitored avionics LRUS/LRMSs over finite and infinite time intervals that

would consider the impact of both permanent and intermittent failures.

- To develop generalized relationships for calculation of average maintenance costs
during warranty and post-warranty periods of redundant avionics systems operation for
alternative maintenance options that differ by the number of maintenance levels (1, 2 or 3).

- To develop a new decision rule for system condition monitoring at discrete times
and a corresponding mathematical model of CBM. As well as to formulate the tasks of

determining the optimal replacement threshold for each inspection based on the cost and
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probabilistic optimization criteria, that would significantly reduce the probability of system
failure during the forthcoming interval of operation.

- To develop generalized mathematical expressions to calculate CBM performance
indicators that consider the probabilities of correct and incorrect decisions made when
checking the system suitability in the forthcoming interval of operation, as well as the
criteria for joint optimization of inspection time-moments and replacement thresholds for
systems that affect and do not affect safety.

- To develop techniques and programs that make it possible to use the proposed

mathematical models in solving tasks of optimizing maintenance of vehicles’ equipment.
1.6. Conclusions

1. The analysis of the current state of digital avionics maintenance allows us to
conclude that:

- Modern avionics systems are redundant systems, each including several
LRUs/LRMs that are continuously monitored in flight by BITE and have a modular design
that provides easy access to PCBs for ground diagnostics and maintenance.

- Three maintenance levels (O, | and D) are practiced in civil and military aviation,
differing in the place of maintenance performing and depth of fault detection in the
dismantled LRUs / LRMs by available diagnostic equipment, what is more, the third and
sometimes the second level of maintenance often outsourced to repair stations;

- NFF events have a significant impact on the maintenance cost of dismantled
LRUs/LRMs, with their main cause being intermittent failures that occur in flight.

- Conventional ATE is incapable of diagnosing intermittent failures in dismantled
LRUs/LRMs for a variety of reasons, therefore specialized diagnostic equipment is
developed that is capable of simulating flight conditions with simultaneous and continuous
monitoring of all tested devices of the diagnosed object to detect intermittent failures with
the duration as short as 50 ns.

- The cost of specialized equipment for diagnosing intermittent failures is quite
high, so they have not found broad application in practice because of the lack of economic

justification for the expediency of their use.
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2. Based on the analysis of mathematical maintenance models of digital avionics
systems the following is shown:

- No mathematical models exist to calculate the MBTUR, availability and average
operating costs over finite and infinite intervals of operation of continuously monitored
redundant avionics systems for alternative maintenance options that differ by the number of
maintenance levels (O-, I- and D-levels), which would consider the characteristics of
maintainability and failure-free operation to permanent and intermittent failures.

- No mathematical models exist to evaluate the application expediency of
intermittent failure detectors at D-level maintenance of avionics LRUS/LRMs.

3. The following may be concluded based on the analysis of the latest international
standards, instructions, and guidelines for the CBM of vehicles’ equipment:

- The goals of the CBM are to minimize a heavy volume of maintenance checks,
increase aircraft availability, improve flight safety and reduce maintenance cost.

- To achieve the set goals, a number of tasks must be addressed, among which the
most relevant are the tasks of determining the optimal time intervals after which specific
actions are required to maintain or replace equipment components that are subject to wear
and degradation, determination of the equipment component degradation rate and evaluation
of the remaining useful life.

- CBM effectiveness largely depends on solving the problem of determining the
optimal schedule of condition monitoring within the limits of the target reliability
thresholds, which must ensure a minimum number of inspections, while maintaining the
failure risk below the maximum allowable level.

4. The analysis of CBM mathematical models shows that:

- A significant number of publications are devoted to various problems of CBM
mathematical modelling, and particular attention is paid to the determination of the optimal
preventive replacement threshold, optimal inspection schedule, inspection trustworthiness
(perfect, imperfect), optimization criteria as well as degradation process models.

- The majority of CBM mathematical models consider perfect inspections, in which

the system condition is assumed to be determined error-free.
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- The CBM mathematical models with imperfect inspections incorporate a decision
rule that is incapable of rejecting at least part of the systems that may fail before the next
inspection time. Also, these mathematical models assume that the probabilities of incorrect
decisions are constants and do not depend on the time and parameters of the degradation
process, which does not reflect the real conditions.

- No mathematical models of CBM with imperfect inspections and an arbitrary
degradation process exist that consider the probabilities of correct and incorrect decisions
as functions of time and parameters of the degradation process.

- There are no statements of tasks for joint optimization of inspection schedule and
preventive replacement thresholds, as well as CBM mathematical models and optimization

criteria for systems that affect safety.
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CHAPTER 2:
MAINTENANCE MODELS OF AVIONICS SYSTEMS CONSIDERING
PERMANENT AND INTERMITTENT FAILURES

2.1. Statement of tasks

As shown in Chapter 1, modern avionics systems are redundant and comprise a set of
easily replaceable LRUs/LRMs. Usually, avionics systems use permanent redundancy in
combination with the active mode of operation. Each LRU/LRM includes several SRUs and
has BITE, which provides continuous in-flight testing of the LRU/LRM. The modular
design of avionics systems provides easy access to PCBs and components for maintenance
and diagnostics. Each LRU/LRM operates until the event of a safe failure (permanent or
intermittent), which is registered in flight or after landing.

The analysis of maintenance mathematical models of digital avionics provided in
Chapter 1 showed that no mathematical models exist to calculate the operational reliability
indicators of redundant avionics systems, which consider the alternating mode of avionics
systems operation, periodic nature of pre-flight maintenance, continuous character of in-
flight monitoring and possibility of occurrence of both permanent and intermittent failures
in flight. Therefore, subsections 2.2-2.4 describe mathematical models of LRU/LRM and
redundant avionics system operation over finite and infinite operating intervals, considering
all of the factors as mentioned above.

The analysis conducted in Chapter 1 shows that three maintenance levels (O, | and
D) are practiced in civil and military aviation, differing in the place of maintenance
performing and depth of fault detection in the dismantled LRUs/LRMs. Therefore, many
potential avionics system maintenance options are possible, which differ in the number of
maintenance levels and the use of outsourcing. It should also be noted that NFF events have
a significant impact on the cost of maintenance of dismantled LRUs/LRMs. As noted in
Chapter 1, intermittent failures are the leading cause of NFF occurrence in avionics systems.
Furthermore, conventional ATE designed to detect functional failures, faulty components,
short circuits and breaks in electrical circuits, is not capable of intermittent fault diagnostics.
Therefore, specific intermittent failure diagnostics equipment such as VIFD and IFDS, is
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being developed, capable of simulating flight conditions, with simultaneous and continuous
monitoring of all tested devices of the diagnosed object, to detect intermittent failures with
the duration as short as 50 ns. However, the specialized intermittent failure diagnostics
equipment is not widely used because of the high price and the lack of economic justification
of its application. The analysis conducted in Chapter 1 shows that no mathematical models
exist to calculate the average operating costs over finite and infinite intervals of operation
of continuously monitored redundant avionics systems that differ by the number of
maintenance levels (O, | and D levels), which consider the maintainability characteristics
and the possibility of diagnosing both permanent and intermittent failures. Therefore, in
subsections 2.5-2.7, mathematical models are developed to calculate the average operating
costs considering all the above factors.

Both probabilistic and cost-related indicators we will use to assess maintenance
effectiveness. The availability and ORF we further use as probabilistic maintenance
effectiveness indicators. MTBUR is an essential indicator of the operational reliability of
avionics LRUs/LRMs. A high rate of intermittent failures significantly reduces MTBUR.
As indicated in [2], MTBUR of avionics systems is about 50 % of the MTBF, which results
in a 40-50 % increase in direct operating costs [3]. Further, we use total expected
maintenance costs for a given time interval as a generalized cost indicator. Maintenance
effectiveness indicators will be determined individually for the warranty and post-warranty

period of avionics system operation.

2.2. A mathematical model of LRU/LRM operation and maintenance over a
finite time interval

2.2.1. Possible LRU/LRM states during operation and maintenance. When
developing the mathematical model of LRU/LRM operation and maintenance, we assume
that the operation interval is finite. Let us denote this interval as T. It may be associated, for
example, with the warranty maintenance period duration. The BITE continuously monitors
the LRU/LRM condition in a flight of duration t, where t is the average time between
aircraft landings at the base airport. In case of permanent failure, the LRU/LRM is disabled,

or the on-board computer ignores information from this unit. In case of intermittent failure,
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the LRU/LRM is usually not disabled during flight. However, the on-board computer
records information about intermittent failures that occurred during the flight.

The procedure for repair operations is as follows: if a permanent or intermittent failure
occurs in flight, then the LRU/LRM is dismantled after landing at the base airport and sent
for repair. After any repair, the LRU/LRM is assumed to be as good as new. We describe
the LRU/LRM behaviour in the interval (0, T) by a finite-state stochastic process S(t). The
process S(t) changes with jJumps. Each jump of S(t) is due to the LRU/LRM transition to one
of the possible states. We assume that S(t) is a regenerative stochastic process and permanent
failure of LRU/LRM occurs at time &, where kt < & < (k+1)t. Then, at an arbitrary time t,
the LRU/LRM can be in one of the following states [4, 5]: Sy, if at time t the LRU/LRM is
operable; Sy, if at time t the LRU/LRM is inoperable due to the detected permanent failure
that occurs in flight; Ss, if at time t the LRU/LRM is in O-level maintenance (dismantling
or mounting the LRU/LRM on aircraft board); Sy, if at time t the LRU/LRM is in the state
of waiting for a spare LRU/LRM from the airline warehouse; S, if at time t the LRU/LRM
Is shipped to repair or from repair; Sg, if at time t the LRU/LRM is repaired due to an
intermittent failure; S;, if at time t the LRU/LRM is repaired due to a permanent failure.

If BITE has rejected the LRU/LRM, then it must be replaced with operable
LRU/LRM from the warehouse. The LRU/LRM replacement time should be short enough
to avoid any disruptions to the flight regularity. Any aircraft departure delays will result in
financial losses. Therefore, the warehouse must have a sufficient number of spare
LRUs/LRMs. On the other hand, the surplus of spare LRUsS/LRMs in the warehouse will be
associated with financial losses as well, as the cost of avionics is exceptionally high.

Let us denote the time spent by the LRU/LRM in the state S; (i = 1,7) as TS;., which
is a random variable with the expected time E[TS;]. Let Z and X be, respectively, the random
time to a permanent and intermittent failure with the probability density function (PDF) w(&)
and f(g), and cumulative distribution function (CDF) Q(&) and F(g). The mean time of the
LRU/LRM regeneration cycle is determined using the addition theorem of mathematical

expectations:

E[TS,]=2E[TS] (2.1)
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2.2.2. Mean time of staying the LRU/LRM in different states. Let us determine
the mean times E[TS, ], E[TS-]. Assume that the LRU/LRM works being operable till time
&, where kt < £ < (k + 1)t, k = (0,N), (N + 1)= T. The conditional mathematical
expectation of the time spent by the LRU in the state S; provided that == & is [4-6]:

Sve | f(z)dz+&[1-F (kr)], if ke<€<(k+D)t, k=0,N,
E[TS[g]=1, " (22)
vt [ f(2)dz+T[1-F(T)],if £>T.

v=l (v-Dt
To determine the mathematical expectation of the time spent by the LRU/LRM in the

state S; (i = 1,7), we will use the modified formula for the total mathematical expectation

of a continuous random variable [4-6]:
E[TS]=3 | E[T ke<es(k+Dr]o@de+[E[T[g>T lo@de, i=16 . (2.3)

Applying formula (2.3) to expression (2.2), we obtain [4, 6]:

E['I'Sl]:i(k]l)r{ivr i f(z)dz+n[1—F(kr)]}@(u)du+
k=0 kr (v=l (v-Dr

0N (2.4)
f{ZV‘L’ | f(Z)dZ-f—T[l—F(T)]}(D(D)dU,

T vl (v-D1
The conditional mathematical expectation of the time spent by the LRU/LRM in the
state S, provided that E = £ is equal to [4-6]:

E[Tszmz{[(k +1)=E][ 1 (2)dz.if ke<g< (D, 25
0,if §>T.

By substituting (2.5) into (2.3), we obtain the mean time spent by the LRU/LRM in
the state S, [4-6]:

E[Tszjzé(kzﬁ{i f (2)dz[(k +1)r—0]}co(v)d1)=
5 [1—F(kr)}{(k+1)I[Q((k+l)r)—Q(kr)]—(kT)TD(D(U)dU}.

kt

(2.6)

If the duration of the maintenance operations is constant over the interval (0, T), the

mean times E[TS3], E[TSs] are determined by the following formulas [4]:
E[TS, |=t5", (2.7)
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E[TS, ]= (e +15 —t,,,), (2.8)

spare
E[TSS:':tshipping ' (29)
where t{~teve is the average duration of maintenance operations at O-level; tspare 1S the

average time of waiting for spare LRU/LRM from the warehouse in the situation “aircraft

on ground”; ts,, is the average scheduled stop time of the aircraft at the base airport; and
tshipping 1S the average time of shipping the failed LRU/LRM to the repair and back.

If an intermittent failure occurs during the v-th flight and until this moment there is
no permanent failure, the conditional mathematical expectation of the time spent by the
LRU/LRM in the state Sg provided that = = £ is equal to [4, 5]:

Y [ f(2)dz,if ke<E<(k+D)t, k=0,N,
E[TS, 6] =t " (2.10)

IS faitesT,

v=1 (v-I)1
where t;zg IS the average time of the LRU/LRM repair due to intermittent failure.

By substituting (2.10) into (2.3), we obtain the mean time spent by the LRU/LRM in
the state S¢ [4]:

N+1 VT

E[Tse]=t.FR{i(TLi vfrf(z)dz}m(v)dvﬁ{z i f(z)dz}g(u)dv}:

T| v=l (v-1)e

tee | 3 F (ko) [ (k-+ D) - (ke [+ F(T)[1-9(T) ]

(2.11)

If a permanent failure occurs during the k-th flight and until moment kr there is no
intermittent failure, the conditional mathematical expectation of the time spent by the
LRU/LRM in the state Sy provided that = = £ is equal to [4]:

o (k+1)t
f(z)dz dv, if kt<&<(k+1)r,
LTS Je] =t b )00 3 OO emE s 2.12)

[1-F(T)] if &>T,

where tppg 1S the average time of the LRU/LRM repair due to permanent failure.
By substituting (2.12) into (2.3), we obtain the mean time spent by the LRU/LRM in
the state Sy [4]:
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E[TS7]:tPFR{§;(kT)Tﬁf(z)dz} v)do+[1-F(T)][(v)d }

k=0 ke kt

(2.13)
b 21 F (ke) [ 2+ Dr) - (k) J+[1-F (T) [ 1-(T) ]|

2.2.3. The case of an exponential failure distribution. As is well known [7], the
exponential distribution is suitable to describe failure distribution of complex systems. On-
board electronic LRUs/LRMSs have a complex structure and include a considerable number
of components. Extrinsic and intrinsic failure mechanisms of these components may cause
the units to fail. These failure mechanisms can combine forming a constant failure rate,
which is only possible with an exponential distribution of time to failure [8]. Therefore, the
exponential distribution with the PDF

o) =re™ (2.14)
is the appropriate failure distribution for most electronic avionics LRUs, where A is the
LRU/LRM permanent failure rate.

Let us consider the case when intermittent failures are also subject to the exponential

distribution with the PDF
f(e)=0e™", (2.15)
where 0 is the LRU/LRM intermittent failure rate.

Substituting (2.14) and (2.15) into (2.4), (2.6), (2.11), and (2.13), we obtain [4-6]:

T )T [ ] T 1T -
E[TS,]= o [1-e®]+[(1-e )[}L = j 1€ ]WJF e (2.16)
1_ e—}vr 1_ e—(me)T
E[TSJ:(T— x ]L_e_(w] (2.17)
- e—k‘r _ e—kT e—(me)r _ e—(me)T ) B
E [TS ] IFR {(1_6 ' ){ 1_e™  ]_g0or }_ (1—6 " )e H} , (2.18)
1—g 0T

Expressions for mean times E[TS,], E[TS;] may be used to determine complex
reliability indicators. For example, the LRU/LRM availability is determined as follows:
A=E[TS,|/E[TS,]. (2.20)
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Figure 2.1 shows the dependence of the LRU/LRM availability on the rate of

intermittent failures in the case of an exponential distribution.

A
1 —
mn
Hh“\
0.96
\
0.02 "'t,\
0.83 \
0.84 : n
110 ¢ 110 ° 110 * 110 ° 0.01

Intermittent faihre rate 8 [h-1]

Fig. 2.1. Dependence of the LRU/LRM availability on the intermittent failure rate at
T=5000h,t=5hand A =1x10*h'

As can be seen in Fig. 2.1, the availability begins to decrease significantly when
0>1x10*h™. For 0 <5 x 10° h*, the availability does not depend on the intermittent failure
rate.

2.2.4. Mean time between unscheduled removals. As previously noted, MTBUR is
widely used by airlines as an LRU/LRM operational reliability indicator. Let us determine
MTBUR considering permanent and intermittent failures. Assume as in paragraph 2.2.2 that
the LRU/LRM permanent failure occurs at time & where kt <& < (k+ 1)t,k =0,N.
Then, the LRU/LRM will be removed from the aircraft board at the time v, if an intermittent
failure occurs during the v-th flight, where v = 1, k. Also, the LRU/LRM will be removed
from the aircraft at time (k + 1)T, unless an intermittent failure occurs before the instant kt.
Therefore, under the condition that = = &, the mathematical expectation of the time to the

LRM/LRU removal is equal to [4, 6]:
Svi | f(2)dz+(k+De[1-F ()], if ke <€<(k+1yt, k=0,N,

v=1 (v=D1

Svi | f(2)dz4T[1-F(T)],if &>T,

v=l (v-Dr

E[TBUR[¢|= (2.21)
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where TBUR is the random time between unscheduled removals.
Substituting (2.21) into (2.3), we obtain the following expression for MTBUR [4]:

E[TBURT]:i(kT)I{Ek;W T f(2)dz+(k +1)r[1—|:(kr)]}a(u)du+
k=0 ke [(v=l  (v-D)t

(N w (2.22)
I{Zvr | f(z)dZ+T[1—F(T)}}@(U)dD,

T |v=l  (v-Dr
Let us assume that both failure types have an exponential distribution. Then, after
substituting (2.14) and (2.15) into (2.22) and performing the necessary mathematical

transformations, we obtain [4]:

—(n+0)T

ETBUR: = ﬁ@—e‘”’TJ+[(1—6“)G‘ﬁJ“e“]—1:2%9)1 e

(2.23)
1_ e—)»‘r 1_ e—(M—G)T
]
If A — 0, (2.23) transforms into the form
E[TBUR,]=1(1-&")/(1-€™). (2.24)
If 0 — 0, using (2.23) yields
T(1-e™
Using (2.24) and (2.25), we determine the upper estimate of MTBUR:
| t(1-e) t(l—-e?T
E[TBUR; | < mm{ (1_6_% ) (1—e‘“ )} (2.26)

Example 2.1. Calculation of MTBUR for avionics LRU when T=5,000h,1=4h, 6 =5 x
10*h?, and A = 1x10* ht,
Solution. Using (2.24)—(2.26), we obtain

E[TBUR; |<min(1837,3935)=1837h.

Substitution of the initial data into (2.23) yields E[TBUR+] = 1,586 h. In this manner,
the upper estimate of MTBUR is 16 % higher than its real value. Therefore, one may use
inequality (2.26) only for approximate calculations of MTBUR.

Figure 2.2 illustrates the dependence of MTBUR on the intermittent failure rate for
an exponential distribution of time to both failure types. As can be seen in Fig. 2.2, MTBUR
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rapidly decreases when the intermittent failure rate increases. It should also be noted that
E[TBUR] = 3,935 h for 6 = 0.

E[TBUR-]Ih
4000 L = ][_]
M—
""‘--..,".I|~|I
'\,“
3200 \
M
2400 \
1600 \
N
\
\'l
Py,
200 \
M‘h
|||
1-10 © 110 ° 1-10 110 ° 0.01

Intermittent failure rate, 8 [h™!]
Fig. 2.2. Dependence of MTBUR on the intermittent failure rate at T = 5,000 h, t=4 h and
A =1x10*ht

2.2.5. Operational reliability function. ORF is the leading indicator of maintenance
effectiveness for systems that affect safety. Onward, we shall use the ORF to describe the
LRU/LRM failure-free operation over the time interval (kt, t), kTt <t < (k + 1T,
considering that the LRU/LRM could undergo an unscheduled repair due to a permanent or
intermittent failure at time-moments T, k.

To determine the ORF, we use the joint PDF of random variables Z, ©,, ©,, which we
denote as w, (%, 04,0,), where ®; = © — (i — 1)t is the remainder of the operating time to
intermittent failure after i - 1 flights (i = 1, k). Using the multiplication theorem of the
PDFs, we can write the following expression [5, 6]:

0, (£0:0) =0(&) f (BL0.12). @.27)

where (04, ©,|§) is the conditional PDF of random variables ©,, ©, provided that E = &.
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To determine the ORF, we introduce some conditional probabilities associated with
intermittent failures [5, 6]. The conditional probability of intermittent failure occurrence

during the v-th (v = 1, k) flight is described as follows:

Pe. (vr\&) = P{ﬂl1 0, >1N0, < r\é} (2.28)

The conditional probability of intermittent failure non-occurrence during the k-th

flight is described as follows:

P (kele) = {ﬁ]@i >1 \i}- (2.29)

The probabilities (2.28) and (2.29) are determined by integrating PDF f(04, ©,|%)

between the corresponding limits [5, 6]:

Pec (V[E) =°j°_(v_,)_°fi f (U, | &)du,du, (2.30)

P, (kelg)=] [0 I f (u,,U, [&)du,du, (2.31)

The ORF over the finite time interval T is determined as follows [9]:

R(ke,t)= iw( TR ((k=)tpo)ov)d, t>k, (2.32)
E[ ()dXt jt
P.(j7)=Pe (i7)+ P (J7), (2.33)
Pe (J7)= ZJ X(k P (I —v)t[v)o(v)dv, (2.34)
Poe (J7)=1- ZTW i P-.((i—v=Drvjo(v)dv, (2.35)
I (X )dX(J -Vt

0
where P (1), P;r(jT) u Ppr(jT) are, respectively, the probabilities of total LRU repairing,
the LRU/LRM repairing due to intermittent failure, and the LRU repairing due to permanent
failure at the time jrt.

Let us start the proof of relations (2.32)—(2.35) with expression (2.33). Let us
introduce the following events: I1(jt) is the event of LRU/LRM repairing at the time jt after
the j-th flight; hie(jt) and hpe(jt) are the events of LRU/LRM repairing due to intermittent
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and permanent failure, respectively. The event h; (jt) will appear in the case if the
intermittent failure occurs in the j-th flight. It should be noted that some avionics
LRUs/LRMs are dismantled after registering several intermittent failures. Similarly, the
event hpe(jt) will appear in the case if the permanent failure occurs during the j-th flight.
The LRU/LRM will be restored at the time jt in case one of the events hg(jt) or hpg(jt)
occurs. Consequently,
I (jz)=he (Jr)+Ree (i) (2.36)
Assuming that hie(jt) and hpge(jT) are mutually exclusive events, and applying the
addition theorem of probability to (2.36), we obtain (2.33).
To prove (2.32), (2.34), and (2.35), let us write down the probabilistic definition of
the probabilities R(kz, t), Pie(jt) and Ppe(jT).
Operational reliability function can be formulated as follows:
R(jr.t)= P{O{){H(jr)ﬂEN— jrm(ﬁl@i >zm. (2.37)
e i+

The formulation of the probability of LRU/LRM recovery due to intermittent or

permanent failure is as follows:

P (1) =P U[T(voN(E (G=vm)\E (G- ], (2.38)

v=0

P (1) =1-P UM (mNE, (-0, (2:39)

where
E((j-v)1)=E2>(] —v)rﬂ(ij(i@i >rj

Is the event consisting in the fact that in the LRU/LRM, which began to operate at time vr,
no permanent failure will occur during the time (j-v)t, and no intermittent failure - during

flightsv + 1,7 — 1,
E,((1-v)1)=E>(j —v)tﬂ(if]l(**)i >rj

is the event similar to E; ((j — v)1), with the only difference that no intermittent failure
occurs in the j-th flight as well;

‘\’ is a symbol of the difference between the two events.
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Assuming that Pr(0) = 1 and applying the addition and multiplication theorems of
probability to expressions (2.37)—(2.39), we obtain (2.32), (2.34) and (2.35).

Let us determine the probabilities (2.32)-(2.35) for an exponential distribution of
permanent and intermittent failures. Due to memoryless property inherent to the exponential
distribution, the probabilities (2.30) and (2.31) transform into [5]:

Pe (vilg) =e e (1-e™), (2.40)

|F\g(kf|§) e, (2.41)
Substituting (2.14), (2.15), (2.40), and (2.41) into (2.32), (2.34) and (2.35), we obtain

th Me—w por e—m i _ —HJ (2.42)

MT-jo)
, —€

P:(J1)= J—Lep V) g-tiveie e“ vk e-”], (2.43)

el(T )

P J'c i 1%4, V=10t e (v _ -+ } (244)

v—ol e

It should be noted that beginning from the fourth or fifth flight, the probabilities (2.41)

x

and (2.42) reach the steady-state values

P (1)=(1-e™)(e™—e)[(1—e™)(1-e) |, (249)

P (t)=1-(e"—e")/(1-e™). (2.46)

2.3. A mathematical model of LRU/LRM operation and maintenance over an
infinite time interval

An infinite interval of operation usually means a time interval that significantly
exceeds the average time between LRU/LRM recoveries. To obtain expressions over an
infinite time interval, it suffices to set T = oo in the previously derived formulas.

2.3.1. Mean time spent by the LRU/LRM in different states. By substituting T =
oo into (2.9), (2.11), (2.15), and (2.17), we obtain

E[TS]=> me{ivr [ f(z)dz+o[1-F (k)] }@(U)dv, (2.47)

k=0 kr v=1 (vt
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E[TS,]= i(k]m{f f (2)dz[(k +1)r—u]}m(u)dn=

k=0 ke kr

é[l— F (kr)] {(k +1) r[Q((k +1)7)— Q(kr)] — (k}muco(u) dv},

kt

(2.48)

w (k)T

E[TSGJ:t,FR{ [ _ivf f(z)dz}w(u)du}:t,FR{éF(kr)[Q((kH)r)—Q(kr)]}, (2.49)

k=0 kr | v=l(v-In

o (k+1)t

ETS, ]=t,,, {kz i kf f (z)dz}w(v)dv}ﬂpm {ki[l— F (ko) [((k +1)r)—Q(kr)]}. (2.50)

=0 k L =0

Substituting T =oc into (2.16)-(2.19), we obtain the mean times
E[TS,],E[TS,],E[TS¢] n E[TS,] in the case of exponential distribution of failures [5, 10]:

E[TS,]=1— +[(1—e“)(%— T j—reﬂl_e% , (2.48)
E[TS,] =1y (r - 1‘fh j , (2.49)

E[TS, ] =ty (1€ )L . L } | (2.50)

E[TS, ] =t Ll_;%} . (2.51)

Figure 2.3 shows the dependences of E[TS; ] u E[TS,] on the intermittent failure rate.
As can be seen in Fig. 2.3, both mean times decrease as 0 increases.

Figure 2.4 (a, b) illustrates the dependences of E[TSs]/t;rr (curve 1) and E[TS¢] /
tprr (curve 2) on the permanent (a) and intermittent (b) failure rate. Figure 2.4 (a) clearly
shows that E[T'Ss]/t;r decreases, and E[TS] / tpr increases as A increases. As can be seen
in Fig. 2.4 (b), the dependence of E[TSs]/t;r u E[TSg] / tpr on 0 is reversed.

It should be noted that the sum of E[TS<]/t;r u E[TS¢] / tpr is equal to unity for any
combination of 6 and A, because the relations E[TSs]/t;r and E[TS¢]/tpr determine a
posteriori probabilities P, and Py that the LRU/LRM was removed from the aircraft either

due to intermittent or permanent failure.
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Fig. 2.3. Dependence of mean times E[TS;] (a) and E[TS,] (b) on the intermittent failure
rate at t=5h and A = 1x10 “ h'!
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Fig. 2.4. Dependence of E[TSs]/t;r (curve 1) and E[TSg]/tpr (curve 2) on the permanent
(a) and intermittent (b) failure rate att=5h, t;r = tpr = 1h,0=1x10*h1(a),and L =1
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2.3.2. Mean time between unscheduled removals. By substituting T = oo into the

expression (2.22), we obtain the general formula to calculate MTBUR [4]:

E[TBUR]=3 (k]l”{ivr [ f(2)dz+(k+1ye[1-F (kr)]}m(v)dv. (2.52)

k=0 k¢ (v=l  (v-D)t

At T = oo from (2.23), we get

79



T (] T e 1 1 1—e™
E[TBUR]:W+[(1—e X )(X_l—e“j_re ¥ :ll—e*(wﬁ +1—e"“9)’ [T— k

Figure 2.5 shows the dependence of MTBUR on the intermittent failure rate. By

]. (2.53)

comparing Fig. 2.2 and 2.5 we can conclude, firstly, that MTBUR has a strong dependence
on O for both finite and infinite operation intervals, and secondly, MTBUR has a significant

dependency on the length of the interval (O, T).

, E[TBUR][4]

110 ~L1]]
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2000 \\
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N
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N
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Intermittent faihure rate, 8 [h-!]
Fig. 2.5. Dependence of MTBUR on the intermittent failure rate for T= o, t=4h and
A =1x10*ht

Indeed, E[TBUR] =5,000h for T=0 and 6 =10"*h™%, and E[TBUR;] =
3,200 h for T = 5,000 hand 6 = 10~*h1,

2.3.3. Operational reliability function. Substituting T = oo into (2.32), (2.34), and
(2.35), we obtain expressions for ORF and probabilities of LRU/LRM repairing due to

intermittent and permanent failure at time jt [11]:

R(ke.t) =3 Py (i) | P (k= J) o) (w)dv, t2kr, (2.54)

t-jt

Pe(J)= 2R (v0) [ Pr((J-v)eho)o(v)dv, (2.55)

(j-vr
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P (7)=1-5R (v0) | Peg((i=v-Depolo(v)do. (2.56)

j-v
By substituting T = o into (2.42)—(2.44) and performing the necessary mathematical
transformations, we obtain the following formulas that are valid for the exponential failure
distribution [11]:

R(kz,t)= > P, (Jr)exp{-[(k—J)ot+A(t—jo)]}, (2.57)
Pe (17)=(1=e ") £ P (ve)exp{~[(J—v=1)0+(j=v)2]x}. (2.58)
P, (jr):l—gPR (vo)exp{~[(i—v=1)0+(j—v)A]}. (2.59)

Example 2.2. Calculate (2.57)—(2.59) assuming that A = 10% h?, 0 = 2x10* h', =
5h,and t = (k+1)tin (2.57).

Table. 2.1 presents the calculation results.

Table 2.1. Calculated probabilities as a function of the flight number

k Pr(kt) Pir(kt) Ppr(kt) R[kz, (k+1)1]

0 1.0 0 1.0 0.999500124979169
1 |0.001498875562289 |  0.000999000541458 | 0.000499875020831 | 0.999498252229370
2 |0.001498876161360 |  0.000999001140529 | 0.000499875020831 | 0.999500125577941
3 10.001498874964116 |  0.000999000542057 | 0.000499874422059 | 0.999500124979169
4 10.001498875562289 |  0.000999000541458 | 0.000499875020831 | 0.999500124979169
5 |0.001498875562289 |  0.000999000541458 | 0.000499875020831 | 0.999500124979169

As can be seen in Table 2.1, all probabilities reach steady-state values beginning from

the fourth flight. It should also be noted, that P, is twice larger than Per.

Since the stochastic process of changing the LRU/LRM states is regenerative, then

by the limiting theorem the following limits must exist:

{R*(r)zlimR

form:

k—ow

[kz‘,(k+1)7], P (T):Ijimo P-(J7), P (z'):ljim P (J7), P;(T):Ijim P.(j7). (2.60)

In the case of exponential failure distributions, the limits (2.60) take the following

{R* (T) — e—xr’ PIT: (Z‘) _ (1_e—er)e—m’ P;F (T) :l_e—m’ PR* (Z‘) :1_e—(x+e)r.

(2.61)




The proof of the limits (2.61) follows from (2.42), (2.45) and (2.46) when T = oo,
Indirect substantiation is the data given in Table 2.1.

The limits (2.60) and (2.61) allow us to calculate the steady-state values of a series of
maintenance effectiveness indicators. The average number of removals due to intermittent
failures over time t (flight hours) is determined by the following formula [11]:

N (t)=tP; (7)/t (2.62)

The average number of removals due to permanent failures over time t is [11]
N (1) =tP (7)/7 (2.63)

The average total number of removals due to permanent and intermittent failures over
time tis [11]
N, ( (7)/7=Nj (t)+ N, (1) (2.64)
The proofs of the relations (2.62)—(2.64) are omitted because of their obviousness.
The average repair cost of a set of m LRUs over time t may be used as a cost-related
indicator [11]:

C(t)="4[C, B (r)+ Py (7] (2.65)

where Cir and Cpr are, respectively, the average cost of LRU/LRM repair due to intermittent
and permanent failure.

Example 2.3. Using (2.64) and (2.65), plot the dependencies of Ng(t) and C(t) as
functions of the intermittent failure rate 0 at t= 40,000h, A= 10*h?, t= 5h,
Cir=$ 1,000 and Cpr = $ 2,000.

Figure 2.6 shows the graphs of these dependencies. As can be seen in Fig. 2.6, the
average number of replacements and the average repair cost begin to increase significantly
when 0 > 10 h't. Therefore, the following requirement related to the intermittent failure
rate should be ensured when designing and operating the electronic avionics LRUs/LRMs:
0 <10 h*, Particular attention should be paid to the case of a high intermittent failure rate.
So for 0 = 102 h?, the cost of repairing the dismantled LRUS/LRMs reaches $ 12x10°,

which is 50 times the repair cost for 6 = 10 h,
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Fig. 2.6. Dependencies of the average total number of removals (a) and the average repair

cost over time t (b) on the rate of intermittent failures

2.4. Maintenance effectiveness indicators of redundant avionics systems

Most avionics systems comprise several identical LRUsS/LRMs, and the system
reliability is a function of the reliability of individual LRUs/LRMs. We assume further that
LRU/LRM failures are statistically independent. Let us consider an active redundancy case,
in which all m identical LRUs/LRMs are operational from the start of system operation.
Avionics systems operate in an intermittent mode due to the alternation of flights and
landings in airports. Such LRU/LRM maintenance operations as dismantling, mounting, and
pre-flight inspection may be carried out during stops at the base or transit airports.
Consequently, such LRU/LRM states as Ss, Ss, S, and S; are related only to maintenance,
repair, and shipping costs and do not affect the probabilistic indicators of redundant avionics
systems. Therefore, we introduce a new time axis associated only with the LRU/LRM states
S1, Sz, and S4, which assume LRUS/LRMSs usage for their intended purpose. To determine
the probabilistic effectiveness indicators, we are going to use the method of structure
functions [12, 13], which is used to represent any probabilistic reliability indicator as a
mathematical expectation of the corresponding structure function.

2.4.1. The case of a parallel redundancy structure. In the case of a parallel
redundancy structure, the steady-state availability and steady-state ORF are determined by

the following formulas [4, 10]:
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A=1-{1-E(TS,)/[E(TS,)+E(TS,)+E(TS,)]} . (2.66)

R, (r)=1-[1-R'(7)]". (2.67)

The unavailability A and the probability of system failure in flight Q;,,(t) are

determined as the complementary events probabilities, i. e.:

A={1-E(TS,)/[E(TS,)+E(TS,)+E(TS,)]}", (2.68)

Q. (r)=[1-R(7)]". (2.69)

Example 2.4. Calculation of the unavailability of a redundant avionics system as a function

of the intermittent failure rate with the following initial data: m=2,t=5h, E[TS,] =1h
and A = 1x10* h,

Figure 2.7 illustrates the unavailability dependence on the intermittent failure rate. As

can be seen in Fig. 2.7, the unavailability begins to increase substantially when 6 > 10* h,

R |
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i
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"
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Intermittent fatlure rate, 8 [h'1]

Fig. 2.7. Dependence of unavailability of the duplicated avionics system on the intermittent

failure rate

2.4.2. The case of a majority vote redundant structure k-out-of-m. With the
majority structure of redundancy, the avionics system is operable if k-out-of-m LRUs/LRMs

are operable, where k > m/2.
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Using the method of structure functions, we determine availability and ORF [4, 5]:

m—i

N .

(2.70)

R’ (7)= ﬁk;(imJ[R*(r)]i [1-R' ()" (2.71)

The unavailability and the probability of system failure in flight are determined as the
complementary events probabilities.

Parallel and majority redundancy structures of avionics systems are the most
common. Among other structures of avionics systems, regarding reliability, parallel-series
structure should also be specified.

2.4.3. The case of a parallel-series structure. In this case, a non-redundant system
consists of | multi-type LRUs, which form a series structure regarding reliability. A
redundant system is a parallel connection of m series structures. Using the structure
functions method, we derive the following expressions for the system steady-state
availability and ORF during flight:

~ | E(TS,) i
A_l_{l_ﬂ E(TS,, )+E(TS,,)+E(TS, )} ’ (@72)
R (1) =1—[1—ir'!R:(T)T. (2.73)

In conclusion, it should be noted that formulas (2.67), (2.69), (2.71), and (2.73) have
a known form for the probabilistic reliability indicators of redundant systems. At the same
time, the formulas to calculate the ORF of LRUs/LRMs included in the indicated relations
and calculated by (2.54), (2.57), (2.60), and (2.61) have been derived by the author and are
new. Therefore, formulas (2.67), (2.69), (2.71), and (2.73) are given in this chapter only to
show how to calculate the ORF of a redundant avionics system when the values of ORF for
LRUs/LRMs are known.

2.5. Warranty maintenance model of redundant avionics systems
2.5.1. Analysis of warranty time-related indicators of avionics systems’

suppliers. Efficient operation of an aircraft is primarily determined by the proper regulation
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of the relationship between an aircraft supplier (manufacturer) and aircraft operator (airline).
The acutest problem faced in this relationship is during the warranty period, where the main
cost for aircraft systems’ repair is borne by the supplier, i.e., the supplier will remedy the
defect in a system free of charge and in a reasonable time, by either repairing or replacing
the defective system. However, the aircraft buyer must purchase a sufficient number of spare
LRUs/LRMs to ensure regularity of flights. The number of spare LRUs/LRMSs depends on
the selected warranty maintenance option (WMO). The selection of the optimal WMO for
avionics systems depends on the following factors: 1) supplier’s warranty obligations; 2)
operational reliability indicators; 3) whether the buyer has ground test equipment.

Manufacturers and suppliers of avionics systems typically use the following warranty
time-related indicators: warranty period (Tw); guaranteed repair time (Trs); guaranteed
expedited delivery time of a spare LRU/LRM (Tgp). Warranty time-related indicators have
specific units of measurement. The warranty period is expressed in a calendar period (years,
months) from the beginning of the warranty. The guaranteed repair time is measured in a
calendar duration (days) from the beginning of repairs. The guaranteed expedited delivery
time of a spare LRU/LRM is expressed in a calendar duration (days) from the claim date.
Values of Ty, Trs, and Tgp are specified in any contract for the supply of avionics systems.
For example, one of the avionics manufacturers uses the following values of warranty time-
related indicators for its products: Ty = 3 years, Trs = 15 days and Tep = 5 days.

The initial time-moments of accounting for warranty obligations are described as
follows: 1) for Ty, the date of official reception of the avionics system from the supplier
(manufacturer); 2) for Tgs, the date when the manufacturer is notified about the avionics
system failure; 3) for Tgp, the date when the manufacturer should deliver a spare LRU/LRM
to the buyer.

The supplier’s warranty time-related indicators may be presented in other units of
measurement. For example, if the avionics system has a 3-year warranty and the aircraft has
an annual flight time of 2,000 hours, if necessary, the warranty period can be measured in
hours, e. g. Tw =3 x 2,000 = 6,000 hours. In some cases, the length of the warranty period
Is specified separately in the calendar duration and flight hours. In such cases, the indicator

Tw is equal to the value that is achieved first.
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2.5.2. Analysis of possible warranty maintenance options. During the warranty
period, the buyer of the aircraft does not pay the failed LRUs/LRMSs repair costs. However,
he pays for spare LRUS/LRMs needed to ensure the regularity of flights. Therefore, the
buyer must choose such WMO for which the total operating costs during the warranty period
will be minimal. Possible WMOs may differ in the presence or absence of ground test
equipment at the base airport and the values of Trs and Tgp. Presence of ground test
equipment at the base airport allows testing the dismantled LRUs/LRMSs and shipping to the
manufacturer only the ones with confirmed failures. LRUs/LRMSs with unconfirmed failures
are sent to the warehouse and then installed in the aircraft on demand. The use of ground
test equipment reduces the mean repair time of dismantled LRUs/LRMSs and, consequently,
reduces the number of spare LRUs/LRMs.

The first WMO includes only O-level maintenance, where all dismantled
LRUSs/LRMs are shipped to the manufacturer for repair. The most significant cost measure
for an aircraft buyer is the total expected cost of maintenance during the warranty period,
which we will denote by WTEC (warranty total expected costs). WTEC is the total costs
incurred by the buyer during the warranty period, which comprise the following two main
components: the cost of dismantling and installing the LRUs/LRMs on board the aircraft
during the warranty period and the cost of spare LRUs/LRMs recalculated per one aircraft.
We denote the average costs associated with the first WMO as WTEC,. Evident that the cost
of spare LRUS/LRMs has a significant impact on WTEC;. Since each LRU/LRM has a
manufacturer’s warranty, it will be repaired free of charge in case of a failure.

WTEC; is determined as follows [5]:

WTEC, =mx LCxt2N_(T,,) +(PS +US)xC,., /N,, , (2.74)

where LC is the operational maintenance labour cost per hour ($ /h); N, (T}, ) is the average
number of unscheduled removals of LRUs/LRMs due to permanent and intermittent failures
for time Tw; PS is the planned number of spare LRUs/LRMs in the warehouse; US is the
unplanned number of spare LRUs/LRMs that will need to be supplied from the manufacturer
to ensure regularity of flights; C, gy is the cost of a spare LRU/LRM; Ny is the number of
aircraft under the supplier’s warranty. In equation (2.74), the warranty period Tw is

expressed in flight hours.
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The average number of unscheduled removals of LRUs/LRMs due to permanent and
intermittent failures during the period Tw is calculated by (2.63), or by the following

formula:
NR(FW):TW/E[TBURTW] (2.75)

The second WMO assumes that ground test equipment is used at the base airport at
the I-level maintenance to recheck the dismantled LRUS/LRMs. Since conventional test
equipment cannot practically detect the presence of intermittent failures in dismantled
LRUs/LRMs, such LRUS/LRMs are sent to the warehouse after testing. We denote the
average costs associated with the second WMO as WTEC,. These costs include the
following components: the cost of dismantling and mounting LRUS/LRMs on board aircraft
during the warranty period; the cost of rechecking the dismantled LRUs/LRMSs using ground
test equipment; the cost of ground test equipment and the cost of spare LRUS/LRMs
recalculated per one aircraft.

WTEC, is determined as follows [5]:

Cie

1 —level
N, xFg

WTEC, =mxLC(ty "+t )N, (T, ) + +(PS+US)C,,/N,,, (2.76)

where tiztevel is the average LRU/LRM testing time using the ground test equipment at the
I-level maintenance; F1z*"¢! is the number of LRU/LRM types that can be tested by the
ground test equipment at the I-level maintenance; C-z*7¢! is the cost of the ground test
equipment used at the I-level maintenance.

As seen from (2.74) and (2.76), WTEC; and WTEC, are the functions of the planned
(PS) and unplanned (US) number of spare LRUsS/LRMs in the warehouse at the base airport.
The optimal number of spare LRUs/LRMs is determined by the following criterion:

E[TS,]=[tym (PS,US)+t5 ™ ~t,,, ] >0, (2.77)

spare

which is a modification of the criterion proposed in [13].
We can see from (2.76) that if tsop = tspare (PS, US) + t5€¥¢, then no disruption

of the regularity of flights will occur. In contrast, if ¢, < Atsyare(PS,US) + tg 17!,

there will be a disruption of the flight regularity. Therefore, the optimal number of spare
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LRUS/LRMs is the minimum possible number of LRUs/LRMs, which ensures that there are
no delays in departures from the base airport.

The mathematical relationships to calculate the waiting time for a spare LRU/LRM
at the base airport are given in Appendix 2.

Example 2.5. Calculation of the optimal number of spare LRUs/LRMs in the warehouse of
the base airport with the following initial data: Ty = 5,000 h; m = 3; t "¢ = 0.5h; A =
1x10*ht; Trs = 103 h; Tep = 34 h; tgrop = 1 h.

The dependence of the mean waiting time tg,,,. on the number of planned spare
LRUs/LRMs (PS) for the first WMO at Ny, = 10 is shown in Fig. 2.8 (a). Since the mean
waiting time for a spare LRU/LRM does not exceed 0.5 h, 4 spare LRUsS/LRMs are required
for 0 = 1x10* h! and 6 spare LRUs/LRMs for 6 = 1x107 hl. As can be seen in Fig. 2.8 (a),
the mean waiting time t,,4,.. largely depends on the LRU/LRM intermittent failure rate.

Figure 2.8 (b) shows the dependence of the optimal number of spare LRUS/LRMs on
the number of aircraft for the 1% WMO. The following conclusions may be drawn from the
analysis of Fig. 2.8 (b): the function PS(Ny,) is an integer increasing function of Ny, ; an
increase in the intermittent failure rate leads to a significant increase in the number of spare
LRUs/LRMs (PS); the case when 0 = 1x10° h? is more sensitive to the increase in the
number of aircraft than the case when 0 = 1x10* h. The latter circumstance indicates that
a high intermittent failure rate has a significant impact on the effectiveness of the 1 WMO.

Figure 2.9 (a) shows the dependence of the expected unplanned number of spare
LRUSs/LRMs (US) on the planned number of spare LRUs/LRMs (PS) for the 1% WMO. As
seen, the US decreases rapidly as PS increases. Besides, the US is highly dependent on the
expedited delivery time (Tep). With a decrease of Tep, US decreases as well.

Let us suppose that the second WMO is used. Using formulas (A.2.3), (A.2.7) and
(A.2.8), we calculate that E[Tr] = 12.8 h, P;r = 0.905 and Ppr = 0.095 for 0 = 1x10 h*?, and
E[Tr] = 73.5 h, Pir =0.316 and Ppr = 0.684 for 0 =1x10™* h%,

Figure 2.9 (b) shows the dependence of unavailability on the number of spare
LRUS/LRMs of a triple redundant avionics system for the 2" WMO when m = 3, Ty =
5,000 h, Nw=10,t=4h, A =1x10%h 1, Trs = 103 h, and Tep = 34.3 h.
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Fig. 2.8. Dependences of the mean waiting time on the number of planned spare
LRUSs/LRMs (PS) for the first WMO (a) and the number of spare LRUs/LRMs on the

number of aircraft in the airline (b). Circles: 0 = 1 x 10 h; squares: 6 = 1x102 h*!

Number of unplanned spare LRUs, U5 Number of unplanned spare LRUs, LS
[ | [ |
| |
1 1
| u
| |
» »
L n LJ n
L L
01 N 01 N
L L
L " L "
0.01 . i B m : ! L
1 2 3 4 3 6 7 g 1 2 3 4 3 6 7 3
Number of spare LRUs, P& Number of spare LRUs, PS
() (b)

Fig. 2.9. (a) Dependence of the expected unplanned number of spare LRUs/LRMs (US) on
the planned number of spare LRUs/LRMs (PS) for the first WMO. Squares: Trs = Tep =
103 h; circles: Trs =103 hand Tep = 34.3 h. (b) Dependence of unavailability on the number
of spare LRUs/LRMs for a triple redundant avionics system. Circles: 6 = 1x10™* h't; squares:
0 =1x103h'

As can be seen in Fig. 2.9 (b), with a high intermittent failure rate, more spare

LRUs/LRMs are required to achieve the minimum possible unavailability.
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The dependence of the mean waiting time (tg,qre) ON the number of spare

LRUSs/LRMs (PS) for the second WMO when Ny, = 10 is shown in Fig. 2.10 (a). As can
be seen in Fig. 2.10 (a), tspqre has a much weaker dependence on the intermittent failure
rate in comparison with the same dependence for the 1% WMO.

The dependence of the number of spare LRUsS/LRMs on the number of aircraft
operated by the airline for the 2" WMO is shown in Fig. 2.10 (b). As can be seen in Fig.
2.10 (b), the optimal number of spare LRUS/LRMs is a little dependent on the intermittent
failure rate.

Moreover, for Ny, =1,2,3,7,...,12, the number of spare LRUs/LRMs does not
depend on 0 at all. In addition, the optimal number of spare LRUS/LRMs is significantly
lower for the 2" WMO compared to the 15t WMO, especially in the case of a high rate of 0.
Thus, with the use of ground test equipment to recheck dismantled LRUs/LRMs, the number

of spare LRUs/LRMs needed to ensure flight regularity reduces.
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Fig. 2.10. (a) Dependence of the waiting time (tspq,c) ON the number of spare LRUS/LRMs
(PS) for the 2nd WMO. Circles: 0= 1x10* h'; squares:

0 =1x103 hl. (b) Dependence of the number of spare LRUs/LRMs on the number of aircraft
operated by the airline for the second WMO. Circles: 0 = 1x10™* h'l; squares: 6 = 1x103 h!
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2.5.3. Choosing the optimal warranty maintenance option. Let us consider the
problem of choosing the optimal WMO through the example of distance measuring
equipment (DME). Optimal WMO should ensure the minimum value of the average buyer's
costs during the warranty period, i. e.:

WTEC,, = min(WTEC,, i=12). (2.78)

Modern wide-body aircraft, as a rule, have a duplicated DME system on board
(m = 2). Suppose that the DME is used on board of a medium-range aircraft. The following
parameter values are selected to compare the first and second WMO: Ny, = 10; Tw =
5,000 h; Ciry = $13,000; LC=$20; t=4h; tg ' = 0.5h; A= 1x10*h; tyep = 1 h;
Trs =103 h; Typ = 34 h; tre = 3 h; Cre = $ 23,000.

The results of calculations for the first and second WMO are given in Tables 2.2 and
2.3, respectively.

As can be seen in Table 2.2, when 0 = 10 h't, WTEC; is 40.5 % higher than for 0 =
10 h't, Therefore, WTEC; depends strongly on the intermittent failure rate 0.

Table 2.2. Results of calculations for the first WMO

Intermittent failure | MTBUR The optimal WTEC, Unavailability
rate (h) number of (USD) (A)
(hh) spare LRUs
(PS)
0=10" 3,163 3 3,933 4 x 108
0=103 907 5 6,612 4 x 108

Table 2.3. Results of calculations for the second WMO

Intermittent failure MTBUR The optimal WTEC; Unavailability
rate (h) number of (USD) (4)
(hh) spare LRUs
(PS)
0=10" 3,163 3 5,272 4 x 108
0=103 907 3 5,836 4 x 108
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On the contrary, as can be seen in Table 2.3, WTEC; is less dependent on the
intermittent failure rate 6. Also, the number of spare LRUs is the same for both low and high
intermittent failure rate 0. This result may be explained by analysing the formulas (A.2.1)
and (A.2.3). Indeed, when the intermittent failure rate increases, the rate of unscheduled
removal of LRU A+ increases as well. In this case, the mean repair time of the removed
LRU (M[Tg]) reduces due to a decrease of the probability Ppg. As a result, when ground test
equipment is used to recheck the dismantled LRUs, the optimal number of spare LRUs may

almost not dependent on the intermittent failure rate.

2.6. Post-warranty maintenance model of redundant avionics systems

2.6.1. Analysis of possible post-warranty maintenance options. Small or low-cost
airlines with a small number of aircraft may not have enough money to implement O-, I-
and D-level maintenance. Therefore, such airlines can eliminate I- and D-level maintenance
and use only O-level. Heavy maintenance checks and routines can be transferred to
specialized companies, the so-called repair stations. As noted in [14], U.S. airlines
outsourced 71 % of heavy maintenance in 2008. Therefore, only the organizational level
maintenance (O-level) is considered for the first PWMO. The first PWMO is simple for
airlines but may turn to be very expensive. All LRUs/LRMs that are rejected by BITE in
flight are shipped to the manufacturer for repair. In this case, the airline must have a
relatively large number of spare LRUS/LRMs to ensure flight regularity. This PWMO
implies that LRUs/LRMs delivered to the manufacturer will include units with permanent
and intermittent failures. The airline will have to pay for repairing the LRUs/LRMs with
both failure types. As the warranty period is over, the airline is obliged to pay LRU/LRM
repair costs, transportation costs, labour costs, and the cost of spare LRUs/LRMs throughout
the post-warranty period. Therefore, the integral maintenance cost indicator for the airline
is the total expected maintenance cost during the post-warranty service life of the avionics
system, which will be denoted as PWTEC (post-warranty total expected cost). PWTEC;
comprises the following components for the first PWMO: the cost of dismantling and
mounting LRUS/LRMs in the aircraft during the post-warranty period; the cost of shipping
the dismantled LRUs/LRMs to the manufacturer and back; the cost of LRU/LRM repairs at
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the manufacturer; the cost of spare LRUs/LRMs per aircraft. PWTEC; is determined as

follows:

PWTEC, =m[LCxt$"** +Cy, +C, P +Cp Por. [N, (o) +Cry (PS +US)/N,,,  (2.79)

where Cpy is the average cost of LRU/LRM shipping to manufacturer and back; C;» and
Cpr are, respectively, the average cost of repairing the LRU/LRM with intermittent and
permanent failure at the manufacturer; Tpy,, is the post-warranty period expressed in flight
hours; Npy, Is the number of aircraft operated in the airline without warranty.

Let’s consider three different options of a two-level maintenance system, which
includes O- and I-levels. For the first option, the airline uses ground test equipment at the |-
level to recheck the dismantled LRUS/LRMs. After rechecking, the LRUs/LRMs with
confirmed failures are shipped to the manufacturer or to repair station (in the case of
outsourcing) for repair. LRUs/LRMs, whose failures have not been confirmed, are delivered
to the warehouse of spare LRUs/LRMs.

For this option of a two-level maintenance system, PWTEC; includes the following
cost components: the cost of O-level maintenance during the post-warranty period; the cost
of re-checking the dismantled LRUs/LRMs using ground test equipment; the cost of
shipping LRUs/LRMs with permanent failures to the manufacturer and back; the repair cost
of failed LRUs/LRMs at the manufacturer; the cost of ground test equipment recalculated
per one aircraft; the cost of spare LRUs/LRMs recalculated per one aircraft.

The indicator PWTEC; is determined as follows:

PWTEC, =m[(Cys +Cer ) Py + LC (15 +.° ) [N, (T, ) +

CTII;IeveI/( NPW x FTII;IeveI )+CLRU (PS +US)/NPW . (280)

In the second option of the two-level maintenance system, the I-level maintenance
uses a ground ATE to recheck the dismantled LRUs/LRMs and detect the failure location
with depth up to the faulty SRU. As noted in Chapter 1, conventional ATE is not capable of
detecting intermittent failures. Therefore, dismantled LRUs/LRMs with intermittent failures
after rechecking by ATE will be delivered to the warehouse of spare LRUsS/LRMs. Repair
of LRUSs/LRMs with permanent failures is carried out by replacing the faulty SRUs. After
identifying the faulty SRUs, they are shipped to the manufacturer or the repair station (in
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the case of outsourcing) for repair. PWTEC; indicator represents the sum of the following
cost components: the cost of O-level maintenance during post-warranty period; the cost of
rechecking the dismantled LRUs/LRMs using ATE and detection of the faulty SRUs; the
cost of shipping the faulty SRUs to the manufacturer, as well as the repaired SRUs back to
the airline; the cost of SRU repairs at the manufacturer; the cost of ATE and spare
LRUs/LRMs and SRUs recalculated per one aircraft.

PWTEC; is defined as follows:

PWTEC, =m| LC(tg ™ +tif )+ (Cop. + LC x5 ) Po + Cra guy [N (Toy )+

n (2.81)
C/I\;Ilzevel/(NPW x I:AIT—IEVeI )+|:CLRU (PS +US)+ZCJSRUJC|/NPW )
=1

where 727l js the average time of rechecking the LRU/LRM using ATE at the I-level
maintenance; Cpr  is the average cost of repairing the SRU with permanent failure; t},;fgvel
IS the average time to detect a permanent failure in the dismantled LRU/LRM with depth to
SRU using ATE; Crr sgy IS the average cost of shipping the faulty SRU to the manufacturer
and back; Ci7i7¢ is the cost of ATE used at the I-level maintenance; F7¢v¢! is the number
of LRUs that can be rechecked using ATE; C; is the cost of the j-th SRU (j = 1,n); SRU;
is the number of spare SRUs of the j-th type; n is the number of SRU types in the examined
LRU/LRM.

The number of spare SRUs can be calculated from the condition of guaranteed
provision of all LRUs/LRMs (on-board and spare) with spare SRUs at a high probability
(0.95-0.99) [13]. In the case of the simplest flow of failures, the optimal number of spare
SRUs of the j-th type is determined by the Poisson formula as the minimal integer number
SRU; satisfying the following inequality [13]:

(HJ}\‘JtRSJ )(SRUj+1)
(SRU, +1)!

1-P(H;)> exp(—H Aty ;) (2.82)

where H; = mNpy, + PS; + US; is the total number of SRUs of the j-th type installed on the
on-board and spare LRUS/LRMs; P(H;) is the probability that all LRUs/LRMs will be
provided with SRUs of the j-th type; A; is the rate of permanent failures of j-th type SRUs;
tgs,; IS the average repair time of the j-th type SRU at the manufacturer.
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In the third option of the two-level maintenance system, both ATE and IFD are used
at the I-level to recheck the dismantled LRUs/LRMs and detect faulty SRUs. The
combination of ATE and IFD allows not only check the dismantled LRUs/SRUs for
permanent and intermittent failures but also detect faulty SRUs. Repair of LRUs/LRMs with
permanent and intermittent failures is performed by replacing the identified faulty SRUs.
Further, the airline will ship the SRUs with detected permanent and intermittent failures to
the manufacturer for repair. It should be noted that IFD can also be used to detect
intermittent failures in SRUs with the depth up to non-repairable elements.

The indicator PWTEC, comprises the same cost components as PWTEC3;, as well as
the additional cost of IFD and operations to detect SRUs with intermittent failures, and is
determined by the following formula [6]:

PWTEC, = m[LC (9 + e )+ (Cop g + LCXtE ") P +(Cp o + LC x5 )P +Crp oy [N (Toy )+
i (2.83)
Czl\;llzeve'/( NPW X FA:{Elevel )+CIFD (NPW X FllFiDIevel )+[C'—RU (PS +US)+J§C]SRU]}/N Pw

where Cjrp is the average cost of the SRU repair due to intermittent failure at the
manufacturer; t/z level js the average time to detect the location of an intermittent failure in
the dismantled LRU with depth up to SRU using IFD; C;zp is the IFD cost; F/-¢v¢ is the
number of LRU types that can be tested using IFD to detect intermittent failures.

By analogy with (2.82), the optimal number of spare SRUs of the j-th type is

determined as the minimal integer number SRU; satisfying the following inequality [6]:

[Hj A +0, )t
(SRU, +1)!

:|(SRUJ-+1)

1-P(H,)> exp| —H, (%, +6; ]t ; |, (2.84)

where 6 is the intermittent failure rate of the j-th type SRU.

Let's consider one of the possible options of realization of a three-level maintenance
system, including O-, I- and D-level maintenance. As previously mentioned, D-level
maintenance is carried out in specialized repair back-shops equipped with diagnostic tools
capable of detecting faulty non-repairable electronic component or a group of elements in a
printed circuit board (SRU) rejected at I-level. Maintenance at the D-level can function

successfully if there is a sufficient number of spare non-repairable electronic components in
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the relevant warehouse. The indicator PWTECs includes the following cost components: the
cost of dismantling and mounting the LRUs/LRMs on-board the aircraft during the post-
warranty period; the cost of rechecking the dismantled LRUS/LRMs using ATE and
identification of faulty SRUs at the I-level maintenance; the cost of diagnosing and repairing
SRUs at the D-level maintenance; the cost of ATE, IFD, spare LRUs/LRMs, SRUs, and
non-repairable electronic components recalculated per one aircraft.

PWTECG: is calculated using the following formula:

PF,D PF,D PF,R

PWTEC, = m{ LC(tg™ +tie )+ [ LC(t o+t e J+C ot ] P, +
[( LC(ty o+t s JrCr )R, ]} Na(T, )+Ce™ /[ NPl |+ (2.85)

Cuo™ /[ Naw X FLS™ |+ €8 /283 +[Coey (PS +US)+J§1CJ.SRUJ. 3 X } / Now

=
where t,?,; level s the average time to detect a permanent failure in the SRU with depth to
one or more non-repairable electronic components and replace them at the D-level
maintenance; tﬁ{ée"” IS the average time to detect an intermittent failure in the SRU with
depth to one or more non-repairable electronic components and replace them at the D-level
maintenance; C,?,; level js the average cost of replaced non-repairable components when
repairing the SRU with a permanent failure at the D-level maintenance; C/2z°V¢" is the
average cost of replaced non-repairable components when repairing the SRU with an
intermittent failure at the D-level maintenance; C2z#¢¢" is the cost of diagnostics and repair

equipment used at the D-level maintenance; Z3£¢7¢" is the number of SRU types repaired

at the D-level maintenance; C;, (I = 1,n,q = 1,5RU)) is the cost of a spare electronic
component of the g-th type in the I-th SRU; X, , is the number of spare non-repairable

components of the g-th type in the I-th SRU.

To determine the optimal number of spare LRUs/LRMs, we will use the warehouse
management model of LRUs/LRMs as shown in Fig. A.2.1. For all PWMOs, we calculate
the rates A; ;4 and ;. ; by formulas (A.2.1) and (A.2.2). However, the LRU/LRM average

repair time (E[Tg]) is calculated using different formulas. So, for the 1% and 2" PWMO,
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the indicator E[T] is determined by (A.2.3), and for the 3rd PWMO - by the formula given
below as it follows from (2.83):
E |:TR ] = t/lx;llzevel + tglzl,elge' PPF . (286)
Further, for the 4" and 5" PWMO, as it follows from (2.83) and (2.85), the indicator
E[Tg] is determined by the following formula:
E[T. J=tee +5 P +ti57 P (2.87)
Since the 5" PWMO implies repairing the faulty SRUs at the D-level of maintenance,
and not shipping them to the manufacturer for repair, the optimal number of spare SRUs is
determined from the following inequality:
|:Hj [XJ +ej j(tPDF—‘Igvel PPF +t||i);|l;ve| P”: ):|(SRUj+l)
(SRU, +1)!

1-P(H,)> exp[-H, (1, +0, (125", +12 5P, )]. (2.88)

Let us calculate the optimal number of spare LRUs for different PWMOs when
Tpw = 40,000 h, N =10, m= 3, ty """ = 0.5 h, 757" = tj7"* = 3 h, tjp5* =
tip et = 2 h, L = 1x10* h}, Trs = 103 h, Typ = 34 h, and tgrop = 1 h.

Figures 2.11 and 2.12 show the dependence of the optimal number of planned spare
LRUs/LRMs on the number of aircraft owned by the airline from the 1% to the 5" PWMO,
respectively. From a comparison of the graphs in Figs. 2.11 and 2.12 follows that the optimal
number of spare LRUs/LRMs is significantly less for the 2" and 3" than for the 13 PWMO.
Also, the optimal number of spare LRUs/LRMs for the 3" PWMO is practically independent
of the rate of intermittent failures.

As can be seen in Fig. 2.12 (b), the number of spare LRUs/LRMs does not depend on
the intermittent failure rate for N =1,6...15. When N = 2...5, the number of spare
LRUs/LRMs for 0 = 1x10° h? is twice larger than that for 6 = 1x10“ h*. Regarding the
dependences of PS(N) presented in Fig. 2.12 (a, b), we can observe that the 3 PWMO is
less sensitive to changes in the intermittent failure rate than the 4" and 5" PWMO. Besides,
PS = 1 when N = 1,8 for both values of 0 for the 3™ PWMO, and PS = 1 only when N =
1,5 for the 4" and 5" PWMO. The latter is due to the fact that when 6 > 0 the average repair
time is longer for the 4™ and 5" than for the 3" PWMO. This conclusion can be drawn from

a comparison of formulas (2.86) and (2.87).
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Fig. 2.11. Dependence of the number of spare LRUs/LRMs on the number of aircraft for the
1% (a) and 2" (b) PWMO. Circles: 6 = 1x10* h; squares: 0 = 1x10° h!
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Fig. 2.12. Dependence of the number of spare LRUs/LRMs on the number of aircraft for the
3 (@), 4" and 5" (b) PWMO. Circles: 0 = 1x10* h'; squares: 0 = 1x10° h!

2.6.2. Choosing the optimal option of the post-warranty maintenance. The

optimal PWMO should satisfy the following criterion:
PWTEC,, =min(PWTEC,, i =15). (2.89)

Let us consider an example of choosing the optimal PWMO for DME. Suppose, as
before, that DME is used in a medium-range aircraft. The considered DME type has a
modular design and comprises the following three SRUs: transmitter module (TM), receiver
module (RM) and electronic power supply module (EPSM). The following parameter values
are chosen to be the same for all compared PWMO: N = 15; Tpy, = 40,000 h; t= 4 h;
Crg = $120; Cpy = $13,000; LC = $20; t57" = 0.5h; A= 1 x 10 tep =

1 h; Tzp = 34.3 h. For the first PWMO, we assume that Tzs = 103 h, C;z = $ 1,300 and
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Cpr = $2,600. For the 1%, 2" and 3 PWMO, we assume that 6 = 1x10*h. The use of
IFD in the repair of on-board electronic LRUs/LRMs allows the identification and
replacement of electronic components and connections that cause intermittent failures. As
noted in Chapter 1, the intermittent failure rate of LRUs, which have been repaired using
IFD, is significantly reduced. Therefore, in further calculations, we assume that the
intermittent failure rate is less by a factor of 10, i. e. 6 = 1x10° h*%, for the 4" and 5" PWMO.
For the 2" PWMO, the parameter values related to ground ATE are the same as for the 2"
WMO, i. e. Flztevel = 2 tlZlevel = 3 hand Clzleve! = $23,000. The following data were
used for the 3™ and 4" PWMO: Flzlevel = 10; clizlevel = $200,000; Flztevel = 50;
Clip’® =$150,000; tirk" =05h; th g =0.25h; /7% =05h; Cppg =
Cirr = $400; Crp sy = $70.

Table 2.4 shows the initial data for SRUs. The symbols in Table 3.4 denote the
following parameters of the j-th (j = 1,n) SRU: A; is the permanent failure rate; 6; is the
intermittent failure rate; C; is the cost; tg ; is the average repair time at the manufacturer.
For the 3 and 4™ PWMO, tgs; = 103 h. The average repair time of SRUs for the 5"
PWMO is included into (2.86).

Table 2.4. SRU initial data

SRU name A (h™h 0; (h™1) Ci($)
™ (= 1) 6.7 x 10° 0.7 x 10° 4700
RM(j=2) 2.3x10° 0.2 x 107 7000
EPSM (j = 3) 1x10° 0.1 x10° 1300

The following initial data relating to the D-level maintenance are used for the
5% PWMO: T, o8 CoXiq = $12,000; CRkvet = Chrleve! =$150; thr et =
th5evet = 1 h; ChreVe'= $ 200,000; Zpxtevet = 250. The rest of the initial data have the
same values as for the 3 and 4" PWMO.

Table 2.5 presents the calculation results. The unplanned number of spare LRUs (US)

is zero for all PWMO. The number of spare SRUs (SRU;) was calculated for P(H;) =
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0.99 (j = 1,2,3). Using the inequalities (2.82), (2.84) and (2.88), we obtain that F; = 2 and
F, = F3 =1 for the 3" and 4" PWMO, and F; = F, = F3 = 1 for the 5" PWMO.

As follows from Table 2.5, the 5" PWMO has the smallest value of PWTEC.
Therefore, the 5" PWMO is the best choice regarding the initial data used. Indeed, PWTECs
IS 4.6 times less than PWTEC; and over three times less than PWTEC,.

Table 2.5. Calculation results

PWMO E[TBUR] The optimal PWTEC; Unavailability
(i) (h) number of spare $) (4)
LRUs (PS)
i=1 5,000 3 35,880 4 x 108
=2 5,000 2 25,380 4 x 1078
i=3 5,000 1 10,400 4 x 108
i=4 8,982 1 10,200 4 x 1078
i=5 8,982 1 7,778 4 x 108

It should also be noted that the 3™ and 4" PWMO have almost the same PWTEC
values, which are respectively 34 % and 31 % higher than PWTECs. The 5" PWMO requires

the least number of spare parts, namely one LRU and one SRU of each type.

2.7. Minimizing the total expected costs of avionics systems’ maintenance during
the service life

Consider the task of minimizing the total expected costs of a redundant avionics
system, including m LRUsS/LRMs, over its service life. The service life of any technical
device is defined as the period from the beginning of its operation to the point of discard.
We denote the avionics system service life as T,. Obviously, the service life includes
warranty and post-warranty periods. Therefore, T, can be defined in the following form:

TLT =TW +TPW ' (290)
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In subsections 2.5 and 2.6, we analysed two WMOs and five PWMOs. In this way,
theoretically, ten different combinations of maintenance options can be obtained for the

entire service life. The combination of WMO and PWMO must satisfy the following

criterion:

TEC

(i, j)opt

=min{WTEC, + PWTEC;;i=12; j =15},

where TEC; j)op: is the minimum value of the total expected costs.

2.91)

Table 2.6 presents the calculated values of TEC; ; for various combinations of WTEC;

and PWTEC;.

Table 2.6. Calculated values TEC; ;

TEC;; % PWTEC, PWTEC, PWTEC; PWTEC, PWTECs
WTEC, TEC11=$39813 | TEC;;=$29313 | TEC13=$14333 | TEC141=$14133 | TECi5=$11,711
WTEC, TEC21=%$41152 | TEC»=%$30652 | TEC;3=$15672 | TEC:4=$15472 | TECs=$13050

As can be seen in Table 2.6, the combination of the 1 WMO and the 5" PWMO is
optimal. It should also be noted that the unavailability value is the same for all maintenance

options. Therefore, option (1, 5) is indeed optimal.

2.8. Conclusions

1. A new mathematical model has been developed to evaluate the operational
reliability indicators of continuously monitored LRUs/LRMs over a finite and an infinite
time interval, which, unlike the known models, considers the impact of both permanent and
intermittent failures.

2. The generalized analytic expressions (2.4), (2.6), (2.11), (2.13), (2.22), (2.47)-
(2.50), and (2.52) have been developed for mean times spent by the LRU/LRM in different
operating states in the case of an arbitrary distribution of operating time to permanent and
intermittent failures over a finite and an infinite time intervals, which allows calculation of
availability and MTBUR.

3. The mathematical expressions (2.16)—(2.19), (2.23), (2.48)—(2.51) and (2.53)

have been derived to calculate the mean times spent by the LRU/LRM in different states,
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which are used to calculate the availability and MTBUR for cases of an exponential
distribution of the operating time to permanent and intermittent failures over a finite and an
infinite time interval. The numerical example shows that MTBUR decreases rapidly as the
intermittent failure rate increases.

4. The relations (2.32)—(2.35) and (2.54)—(2.56) have been proved, which allow
determining the ORF and the probability of unscheduled repair of LRU/LRM for an
arbitrary distribution of the operating time to permanent and intermittent failures over a
finite and an infinite time interval.

5. The relationships (2.42)—(2.44) and (2.57)—(2.59) have been derived to calculate
the ORF and the probability of unscheduled LRU/LRM repair for an exponential
distribution of the operating time to permanent and intermittent failures over a finite and an
infinite time interval.

6. The relationships (2.62)—(2.65) have been developed to calculate the average
number of unscheduled removals due to permanent and intermittent failures and the average
cost of LRU repairs during a specified period; the numerical examples show that the average
number of unscheduled removals and the average cost of LRU/LRM repairs sharply increase
when the intermittent failure rate exceeds 10 h™,

7. The relations (2.66), (2.68), (2.70), and (2.72) have been developed to calculate
the availability of redundant avionics systems with a parallel, majority, and parallel-series
redundancy structure, and an illustrative numerical example shows that the unavailability of
a duplicated avionics system begins to increase sharply when the intermittent failure rate
exceeds 10“ ht,

8. The equations (2.74) and (2.76) have been developed to calculate the total
operating costs during the warranty period for two WMOs that are distinguished by the
presence or absence of ground test equipment at the I-level maintenance. A numerical
example shows that the use of the test equipment can almost eliminate the harmful effect of
intermittent failures on the number of spare LRUs/LRMs and maintenance costs.

9. The generalized relations (2.79) - (2.81), (2.83) and (2.85) have been developed
to calculate the average operating costs during the post-warranty period for five alternative

maintenance options that differ by the existence of I- and D-level maintenance. A numerical
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example shows that a three-level post-warranty maintenance system is optimal for the
selected source data since it results in a minimum number of spare LRUs and SRUs, as well
as minimum operating costs that are 4.6 times less than for a single-level maintenance
system and over 30 % less than for any two-level maintenance system.

10. The criterion (2.91) to minimize the total expected cost of avionics systems'
maintenance during the service life has been formulated, which consists in a comparative
analysis of all possible combinations of warranty and post-warranty maintenance options
and the selection of such combination that provides the lowest expected maintenance cost.
The numerical example shows that the combination of single-level warranty maintenance
(O-level) and three-level post-warranty maintenance (O-, I- and D-levels) is optimal for the
selected initial data.
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CHAPTER 3:
CONDITION-BASED MAINTENANCE MODELS OF DEGRADING SYSTEMS

3.1. Statement of tasks

As noted in Chapter 1, the goals of the CBM are to minimize the volume of heavy
maintenance, increase aircraft availability, improve safety and reduce the cost of
maintenance. To achieve these objectives, some tasks must be solved, among which the
problems of determining the optimal time intervals for maintenance or replacement of
equipment components subject to wear and degradation are the most relevant.

The analysis of CBM models presented in Chapter 1 shows that the published
maintenance models with imperfect inspections incorporate a decision rule, which is aimed
to reject the systems that are inoperable at the time of condition monitoring. The drawback
of this decision rule is the impossibility of rejecting the systems that may fail in the period
before the next inspection time. Therefore, subsection 3.2 develops a mathematical model
of CBM, which makes it possible to substantially reduce the probability of system failure in
the interval between inspections due to the rejection of potentially unreliable systems. To
achieve this effect, in addition to the functional failure threshold, a replacement threshold is
introduced for each inspection time. A new decision rule is proposed for checking the system
condition, which is based on comparing the time of the check with the time estimate to the
pre-failure state. Following this decision rule, general expressions are derived to calculate
the probabilities of correct and incorrect decisions when checking system suitability,
considering the results of previous inspections. The optimality criteria such as maximum net
income, minimum Bayesian risk, maximum a posteriori probability, and minimum total
error probability are used to determine optimal replacement thresholds.

In subsection 3.3, a mathematical model is developed that allows simultaneously to
determine the optimal inspection times and replacement thresholds for the case of imperfect
inspections. The model is based on the properties of the regenerative stochastic process of
changing the system states. When checking the system suitability, the same decision rule is
used as in subsection 3.2. Conditional probabilities of correct and incorrect decisions are

determined when checking the system suitability for failure-free operation in the
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forthcoming time interval, which is necessary to calculate the mean time spent by the system
in different states. We consider the system operation and maintenance over a finite time
interval. The developed mathematical model supposes the use of both a sequential and
periodic inspection schedule. The proposed criteria for optimizing the inspection schedule
include maximum availability, minimum average costs when operating the system, and

minimum average maintenance costs with a restriction on ORF.

3.2. A mathematical model of CBM to determine the optimal replacement
thresholds on an infinite interval of system operation
3.2.1. The decision rule when checking the system suitability for use in the
forthcoming interval of operation. This subsection considers a degrading system subjected
to random failures. We assume that the system state parameter L(t), which is a non-stationary
stochastic process with continuous time, completely identifies the system condition. The
system is monitored at successive times tx (k =1, 2, ...), where to = 0. If the system state
parameter value exceeds the functional failure threshold FF, the system goes into a failed
state. If there is a measurement error (or noise) Y(tx), the measurement result Z(ty) is related
to the true value L(ty) as follows:
Z(t)=L(t)+Y(t). (3.1)
Figure. 3.1 shows a typical realization of the stochastic process L(tk), measured at

time points t, (k = 1,)).

(o) A
FF —
2% Potential failure
M € (etection
PF, —
/§e¢)t'.t‘,_3 )
& E Preventive
/ & replacement
2 : : S =
S ' o @ o g *— =
0 t 2 2 t; t

Fig. 3.1. A realization of the stochastic process L(t) measured at times ty (k =1, 2, ..., ) with

an error yy having a PDF ¢ (Y)
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We introduce the following decision rule when checking the system condition at time
ty. 1T z(ty) < PFy, the system is judged as suitable for operation over the time interval (ty, tk+1);
iIf z(ty) > PFy the system is judged as unsuitable and excluded from operation over the time
interval (ty, t«:1), where PFy (PF« < FF) is the replacement threshold at time t. As PFy < FF,
this decision rule is aimed to reject the systems that can fail over the time interval between
Inspections.

With the introduced decision rule, two system repair or replacement strategies are
possible. If PR, <Z(ty) < FF, then a preventive repair or replacement of the system is carried
out at time tx. If Z(t) > FF, then a corrective repair or replacement of the system is performed
at time t,. We assume that any repair or replacement leads to a complete renewal of the
system, i. e. the system becomes as good as new.

3.2.2. The space of events. Regarding the system suitability for operation over the
time interval (ty, tx+1), when checking the parameter L(t) at time ty, one of the following

mutually exclusive events might occur [1]:

rl(ﬁtm)={|_(tk+1)<|:|:nmz(ti)< PF&}, (3.2)
T, (B4t.) :{L(tk+l)<FFﬂZ(tk )zkamEmllz (t)< PF&}, (3.3)

k

i=1

rs(tmtm)={L(tk)<FFQX(tk+l)2FFm[ Z(ti)<PFi}, (3.4)

L, (6 6it) ={L(t) < FFNL(t.) > FFNZ (t,)> PF, n[HZai )<PE}}, (3.5)

T, (tﬁtm)z{L(tk )ZFFﬂLéZ(ti )<P|=i}, (3.6)
T (B Etes) :{L(tk >FFNZ(t, )zkamErjz (t)< PF&}, (3.7)

where T (€4, t; tr+1) 1S the joint occurrence of the following events: the system is suitable

for operation over the time interval (¢, tx4+,) and is judged as suitable at inspection times

t1, tx; To(tq, ty; t41) 1S the joint occurrence of the following events: the system is suitable
for operation over the time interval (¢ tx4+,), is judged as suitable at inspection times

(tl,tk_l), and is judged as unsuitable at inspection time t;; [5(ty, ty; tr+1) 1S the joint
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occurrence of the following events: the system is operable at inspection time t;,, fails within

interval (ty tx+1), and is judged as suitable at inspection times ¢y, ty; [y (€q, ty; tr+1) IS the
joint occurrence of the following events: the system is operable at inspection time t;, fails
during interval (tj tx+1), IS judged as suitable at inspection times ¢, ,_,, and is judged as
unsuitable at inspection time t;; I's(ty, ty; ty+1) IS the joint occurrence of the following

events: the system has failed until inspection time t; and has been judged suitable at

inspection times t;, ty; Tx(ty, tx; tr+1) 1S the joint occurrence of the following events: the
system has failed until inspection time t,, judged to be suitable at inspection times t;, t;_;
and unsuitable at time t,,.

Figure 3.2 shows the graph of decision making when checking system suitability [2].
As can be seen in Fig. 3.2, the system can a priori be in one of the three states when checking
the system suitability at time ¢, : suitable with probability P(t1); operable but unsuitable
with probability P(ty) — P(t+1); inoperable with probability 1 — P(tk), where P(t) is the
reliability function of the system.

Let us determine the probabilities of the events (3.2)—(3.7). Assume that the random

variable H (H > 0) denotes the time to failure of the system with a failure PDF o(n).

P:rl['_atkr_. I_lj]
P| T (foFiitea)

P(t.,) P|T (5.0t

Pt )= P(t.) - :
P Tttt

1-P(z,) - A IJ]
P|T.(Ffiit) ]

Fig. 3.2. The graph of decision making when checking system suitability at time ¢,

We introduce two new random variables associated with the replacement threshold

PF,. Let Hy , denote a random time of the system operation until it exceeds the replacement
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threshold PF by the parameter X(t), and let H, denote a random assessment of H, , based
on the results of inspection at time tx. Random variables H, Hy ;, and Hy, are defined as the

smallest roots of the following stochastic equations [3]:

L(t)-FF =0, (3.8)
L(t)-PF, =0, (3.9)
Z(t)-PF =0. (3.10)

The following implies from the definition of the random variable H,

byt if Z(t)=PR(k=12,..)
“|>t,if Z(t,)<PF,

(3.11)
Based on equation (3.11), the previously introduced decision rule can be converted to
the following form: the system is judged to be suitable at the time point ¢, if n, > t;
otherwise (i.e. if n, < t;), the system is judged to be unsuitable, where 1, is the realization
of H,, for the system under inspection.
Equations (3.1) and (3.10) imply that H;, is a function of random variables L(t;),
Y (t;), and the replacement threshold PF;,. Presence of Y (t;) in (3.10) leads to appearing a
random measurement error of the time to failure at inspection time t,, which is defined as
follows:
A, =H, -H, k=12, ... (3.12)
Random variables H (0 < H <) and A, (-0 < A, <o) have an additive relationship.
Therefore, the random variable H, is defined in a continuous range of values from -co to +oo.
Mismatch between the solutions of equations (3.8) and (3.10) results in the appearance of

one of the following mutually exclusive events when checking suitability at time ¢, [3]:

NG = >t ), (3.13)

r, (ﬁtm):{H >N, <40 R >tij}, (3.14)
r, (tmtkﬂ):{tk <H stmn@Hi >tij}, (3.15)

r, (ti,tk;tkﬂ):{tk <H<t_OH, stkﬂ(teri >tij}, (3.16)
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rs(tmtm):{H Stkﬂ(ﬁHi >tij}, (3.17)

T, (tmtm)z{Hstkak Stkﬂ(ﬁHi >tij}. (3.18)

The events (3.13)—(3.18) are equivalent to the events (3.2)—(3.7). The events (3.2)—
(3.7) and (3.13)—(3.18) differ by the fact that the former are formulated on the spatial axis
(vertical axis), and the latter — on the time axis (horizontal axis). Since reliability indicators
are usually formulated regarding the events that occur on the time axis, then we will use
(3.13)—(3.18) further when evaluating the operational reliability indicators.

Equations (3.15) and (3.16) show that with regards to the system suitability over the
time interval (tj ty.1), the event I'3(t, ty; tx+1) COrresponds to an incorrect decision, while
the event I, (¢, ty; tx+1) — to the correct decision. When the event I5(t,, ti; ti41) OCCUrS,
the unsuitable system is mistakenly allowed to use over the time interval (¢, tx4,). It should
be noted that in the case of the operability checking at time t;, the events I3 ( t, ty; tx+1)
and T, (t, t; ti4+1) are, respectively, match the correct and incorrect decision. This is the
fundamental difference between the suitability and operability checking. So, the operability
checking does not allow to reject potentially unreliable systems.

Further, the event I3, (ty, ty; tr4+1) is called a “false alarm” (“false positive”), and
events I5(ty, ty; tye1) and Ts(ty, ty; ti4q) are called “missed detection 17 and “missed
detection 27, respectively. The events T (tq, tx; tis1), La(ty, tr; terr), and Te(ty, i tesq)
correspond to the correct decisions on the system suitability and unsuitability.

It should be specially noted that even for Y (¢t,) = 0 (k = 1, 2, ...), incorrect decisions
are possible when checking system suitability. Indeed, if Y (t,) = 0, then equations (3.13)—

(3.18) are converted to the following form:

I (GEit.)= {H >tk+1m(ir51H0,i >ti]}, (3.19)
N (AEME {H >t ,NH,, < tkﬂ(t(jHO’i >t j} , (3.20)
T, (66t :{tk <H stmm(iﬁle >t j} , (3.21)
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I (GEit,)= {tk <H<t_NH,, gtkm(thO,i >tij}, (3.22)

(Gt ) =9, (3.23)

Ty (6 E.,) = {r <tNC,, gtkn[hlrm >tij}, (3.24)

where @ denotes the impossible event.

The errors arising at Y (¢, ) = 0 are methodological in nature and non-removable with
the decision rule used herein.

3.2.3. The probabilities of correct and incorrect decisions when checking system
suitability. Determination of the probabilities of the events (3.13) - (3.18) reduces to the
calculation of the probability that the random point {H,H;,H,} falls into the (k + 1)-
dimensional region formed by the limits of the variation of each random variable, and is
equal to (k + 1) - fold integral over this region.

We denote the joint PDF of the random variables {H, H;, H,} as wo(m, 1, Nx). The
event T (ty, ty; tx+1) Corresponds to a (k + 1)-dimensional region with the following
limits: t,,;, < H< o and t; < H; < o,i = 1,k. By integrating the PDF w,(M, N7, Nx)

within the specified region, we determine the probability of the event T, (¢, tx; ti+1) [3]

P (EEita)]= I J.f 0, (90,0, )dudu,dg. (3.25)

hate 4

The event I, (ty, ty; tx+1) corresponds to a (k + 1)-dimensional region with the
limits: ¢,,,; < H < o0, —c0o < H, < tg,and t; < H; < oo,i = 1,k — 1. Integrating the PDF

wo (M, N1, Mk) Within the limits, we obtain the probability of the event T, (¢, ti; tix+1) [3]

P[T, (Eite)]= 1 1 1 - f (900, jdududs. (3.26)

O L P
The event I5(t,, ty; ti4+1) corresponds to a (k + 1)-dimensional region with the
following limits: ¢, <H < ty,, and t; < H; < o,i = 1,k. By integrating the PDF

wo(M, M1, Nk) Within the indicated limits, we obtain [3]

P, (Edit) | = [ ] 008,00, JAudu,ds. (3.27)

Wt 4
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The event I,(ty, ty; tx+1) corresponds to a (k + 1)-dimensional region with the
following limits: t;, < H < t3,;, =0 <H, <¢t,, and t; <H; <oo,i=1,k—1. By

integrating the PDF w,(n, 11, M) Within the given limits, we obtain [3]

P[T, (Eit)]= 1 1 19,00, jdududs. (3.28)

t —oty 4

The event T’ (t, ty; ti4+1) corresponds to a (k + 1)-dimensional region with the
following limits: 0 <H<t, and t; < H; <o,i =1,k. By integrating the PDF

wo (M, N1, M) Within the corresponding limits, we obtain [3]

P[T, (G5 t)] :IT...ImO(S,ﬁ)duldukdg. (3.29)

The event T (ty, ty; tys1) corresponds to a (k + 1)-dimensional region with the
following limits: 0 <H<¢t,, —oo<Hp<t,, and t;<H; <oo,i=1k—-1. By
integrating the PDF w, (1, 1, k) Within the specified limits, we obtain [3]

P[T, (G Eit)] :j i jw (8,00, dudu,d 9. (3.30)

-0ty 4

As seen from (3.25)—(3.30), to find the probabilities of correct and incorrect decisions
made when checking system suitability, the joint PDF w,(n, N, ;) of random variables
H, H,, H, must be known. We denote the conditional PDF of random variables A;, A, as
Yo(84,8,|n) provided that H = v. Following the multiplication theorem of PDFs, we
represent the PDF w, (1, 1, M) in the following form [4]:

@, (M. 1,0, |=o(n)e(nundn), (3.31)

where @(11,Mx|n) is the conditional PDF of random variables H;, H;, provided thatH = 1.

In the case of H =1, the random variables H;,H, are defined as

H1=T]+A1,Hk:n+Ak.

By virtue of the additive relationship between random variables H and A; (i = 1, k)

the following equality holds:

@(npnkln)wo(nl—n,nk —n|n)- (332)

By substitution of (3.32) into (3.31), we obtain the following expression for the

multidimensional PDF w,(M, N1, Nx):
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@, (1M1, ) =w(n)\vo(m—n,nk —n|n) - (3.33)

The relation (3.33) makes it possible to simplify (3.25)—(3.30). Substituting (3.33)
into (3.25) gives [3]

o0

PT, (Bt |= [ 0(9) v, (W =50, — 99)dudu,dg. (3.34)

faa b 4

Assuming that g; = u; — 9 (i = 1, k) in (3.34), we obtain:

P[T (6 Et)]= J () | - [ vo(0,0.]9)d0,dg,d9. (3.35)

fia -9 -9

By performing analogous changes of variables in (3.26)—(3.30), we obtain [3]:

P (4t =E1@(19)”ft Tg tlj v (9 0,19)d9.09,9, (3.36)
P (E i) = j m(g)t:fg...i ve(959,19)do.dg,d8, (3.37)
P[T, ()] = j o(9 )_j@ ) j tlj v,(9.9,19)do.dg,d9, (3.38)
P[rS(ﬁtm)}:i@( )tkjg J vo(92,9,19)dg.09,d 9, (3.39)
[T, (tmtkﬂﬂ:tiw( )j ) j tlj v,(0.,9,19)dg.dg,d 9. (3.40)

As seen from (3.35)—(3.40), to calculate the probabilities of correct and incorrect
decisions made when checking system suitability, the PDF w(n) and {5, (84, 8 |n) must be
known. It should also be noted that formulas (3.35)—(3.40) are generalized, i. e. they can be
used for any stochastic process L(t).

3.2.4. Determination of the optimal replacement threshold. The problem of

opt

determining the optimal replacement threshold PF, ™" at inspection time t,(k =1,2,...)

depends on the chosen optimization criterion. Let us consider some optimization criteria.

The maximum net income criterion is given by [3]
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PR = min {Coon (e ~t) P[ T (L) |- Co P T (B8t |-
(Co +Cy )P| T, (B85t ) |- CuP[ To (B k) |- (3.41)
Co {P[T (B8t [+ P T (Bt ]

where Cpo ;¢ 1S the average profit per unit time of system operation; C,,. is the average cost

of preventive replacement (repair) of the system; Cy,, is the average cost of additional spare
parts due to untimely preventive replacement (repair) of the system; C,, is the average cost
of corrective replacement (repair) of the system; C,, + is the average loss due to missed failure

detection when checking the system suitability.

The minimum Bayes risk criterion can be formulated as follows [3]:
PR =min{(C, +C, )P[T (E8it.) [+Cy {P[ T (E5t.) [+ P[T (tmtm)]}} .(3.42)
The criterion of minimum total error probability is represented as [5]
PR = min{P[ T, (£, 63t ) |+ P[ 1 (L8t |+ P (6t ]} (3.43)
The criterion of a given a posteriori probability of failure-free operation of the system
in the forthcoming interval of time is represented in the following form [5]:
PE*=P{H>t_,[H>t}=P,, (3.44)
where P{H > t,,,|H, > t;} is the a posteriori probability of the system failure-free

operation in the interval (t; t,.1), under condition that at time ¢, the system was judged as

suitable; P, is the minimum allowable value of the a posteriori probability of the system
failure-free operation.

The probability P{H > t;,,|H, > t,} is defined as the ratio of the probability

P{T; (t;, ty; tr+1)} to the sum of probabilities P{T; (t, tx; tr+1)}, P{I5(tq, tx; tk1)} and

P{T5 (%, tx; trs1)} 1€

P [Fl (tl’tk : tk+1):|
P[Fl (W tkﬂ)} +P [FS (tl,'[k ; tkﬂ)} +P |:F5 (W tkﬂ)} :

3.2.5. Model of the degradation process. Let us assume that a monotone stochastic

(3.45)

P{H>t . |H >t }=

function describes the process of degradation of a system

L(t)=A +At, (3.46)
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where A, is the initial random value of the system state parameter L(t), defined in the range
from 0 to FF; A, is the random degradation rate of the system state parameter, defined in
the interval from O to co. It should be noted that a linear model of the stochastic degradation
process has been used in many other studies to describe the real physical deterioration
processes. For example, a linear regression model is presented in [6] to describe the changes
in the output voltage of the radar transmitter power supply over time. Also, a linear model

was used to describe the corrosion strength function in [7].

Let us determine the conditional PDF L|JO(61,6k|n) of the stochastic process

described by equation (3.46). Let us prove that if the measurement errors Y (t,), Y (t;) are

independent random variables, then [8]

w%%}iﬁﬂ:?f(%yqanEFF{thfoQKat;FF+Pﬁ-¢¢qa}£ﬁ$,(&4n

where f(a,) is the PDF of the random variable A,; Q(y;) is the PDF of the random variable
Y(t;); w(n|ay) is the conditional PDF of the random variable H provided that 4, = a,.
Since the random variables Y (t,), Y(t) are independent, for the stochastic process

(3.46) we can write:

f(8.8,In.a)=11f(8/n.a), (3.48)
where f(8,,6,|n, ay) is the conditional PDF of random variables A,, A, provided that H =
T] and AO - ao.

Denoting Y; = Y(¢;) (i = 1, 2, ...), we solve the stochastic equations
A +AH=FF, (3.49)
A +AH +Y =PF (3.50)
concerning variables H and H;. As a result, we obtain
H="F-A (3.51)
A
PF - A -Y,
H, = : 3.52
. A (3.52)

By substituting (3.51) and (3.52) into (3.12), we obtain
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A =PR=Y.—FF (3.53)
A
By solving equation (3.49) concerning A1, we obtain
Substitution of (3.54) into (3.53) gives
H(PF,-Y,~FF)
A = (3.55)

' FF-A

For any values, Y; =y;, Ag = ay, and H = 1, the random variable A; with the

probability of unity has only one value. Therefore, the conditional PDF of random variables
A, Ay relative to Y3, Yy, Ay, and H is the Dirac delta function (6¢):

_ PF-y —-FF
kypwnn%)né{é—-( ) )} (3.56)

f@mx

it FF-a

0

Using the chain rule for PDFs, we find the joint PDF of random variables A,, Ay,
Y, Y, H,and A4,

Y (357)

Considering (3.56), expression (3.57) transforms into the form

(R, Vo Yomsa )= f (Yo yom.a,) (3.5,

_ k PF -y —FF
f(sl,ék,yl,yk,n,a0)=f(yl,yk,n,ao)gsf{é.—”( F'Ff'a )] (358)

0

Since random variables Y;, Y}, are assumed to be independent and do not depend on H
and 4,, then

(Vo ¥ena ) =o(n,a,)I1Q(Y)- (3.59)

i=1

By substitution of (3.59) into (3.58), we obtain

= FF-a

0

k PF -y —FF
(88, Yoo Yoo ) =0 @) [T 2 ()3, {6— (PR, )] (3.60)

By integrating (3.60) over the independent variables Y, Y, gives
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T]( PF| -, _FF)
FF-a

0

f(81,6k,n,a0):m(n,ao)ﬁ];(z(ul)és{&— }du,. (3.61)

Using the chain rule for PDFs, we define the joint PDF of random variables H and 4,

as follows:
o(n.a)=f(a)o(na,). (3.62)
Considering (3.62), expression (3.61) takes the form
K n( PF-u —-FF
f(sl,sk,n,ao):f(ao>oo<n|ao)gm(ui)6{6i— ( A )}du.. (3.63)

Let us analyse the integral under the product sign in (3.63). Considering the delta
function properties, we can obtain the following equality:

1o(u ), {5.— n(PF _u'_FF)}dU. =(Lﬁjﬂﬁwjé.+PE—FF] (3.64)

FF-a n

0

Substituting (3.64) into (3.63) results in

f(8,3.m,8)= 1 (ao)w(n|ao)[@@jk _ﬁlg{( & -FF j& +PF|—FF}. (3.65)

N N

By integrating the PDF (3.65) over the variable a,, we obtain

f (830 )= 1 (ao)m(n|ao)[':F%L]k HQK % _nFF ]Si +PF —FF}dao . (3.66)

Using the PDF chain rule, we have
vo(8,3,[n) = (3..8,.m) fo(n). (3.67)
Finally, by substituting (3.66) in (3.67), we obtain (3.47). This completes the proof.
In the absence of a replacement threshold, i. e. for PF; = FF (i = 1, k), expression
(3.47) is converted into the form [8]:

(T8 )= ot | = r1al 2 Ja | da
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If the initial value of the system state parameter is considered almost identical for

different systems, i. e. A, = a, = constant, then (3.47) is converted into the form [3]:
k
w{&ﬁdﬂ=[52%%jfﬁ{ﬁh;?ﬂﬁ+PE—FF] (3.68)

For the case of normal distribution of the measurement error Y; (i = 1, k) from (3.47)
and (3.68), we obtain

wo(&ﬁkln):(c\l/%] I f(ao)‘*)(n

Pexpl—L | (B=FF) o pp | da,
_ 202 n | (D(ﬂ)

(1 Yirroate | 1 [(@-FF) 2
\vo(ﬁpékln)—(c \/%M . jﬂexp{—zsil ; +P|:i—|=|:”. (3.70)

Example 3.1. Assume the system state parameter is the output voltage of the radar

ao) FF-a ]k X
(3.69)

transmitter power supply [6]. Let us assume that the random measurement error of the
system state parameter has a normal distribution with zero mathematical expectation and
standard deviation o,, = 1 kV . Letay = 20kV, FF = 25 kV, andn = 450 h. It is required
to plot a conditional PDF of the error in evaluating the operating time to failure.

For k = 1, from expression (3.70), we obtain

| 1 |(FF-a 1 [(a—FF)5 2
\I’O(S‘n)_[cy\/%jE 0 jexp{_ZGil n +PF—FF} } (371)

Figure 3.3 (a) shows a plot for the conditional PDF of the measurement error of the

operating time to failure at PF = FF = 25 kV. As can be seen in Fig. 3.3 (a), the conditional

PDF of the random variable A has a symmetric Gaussian distribution when PF = FF.
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Fig. 3.3. Plots of the conditional PDF of the error in evaluating the operating time to failure

(a) and the PDF of the measurement error of the system state parameter (b)

For comparison, Fig. 3.3 (b) shows a plot for the PDF of the measurement error of
the system state parameter. By comparing the plots presented in Fig. 3.3 (a) and (b), we can
see that both PDFs are of the same form, though the abscissa axis denotes the error in
evaluating the time to failure for the PDF {5, (8|n) and the measurement error of the system
state parameter for the PDF Q(y). Therefore, expressions (3.47), (3.68), (3.69) and (3.70)
are used to convert the PDF of the measurement error of the system state parameter into the
conditional PDF of the error in evaluating the operating time to failure.

Figure 3.4 shows a 3D presentation of the conditional PDF {5, (8|n) when PF = FF,
rendered in 3D Surface Plotter. As can be seen in Fig. 3.4, the conditional PDF {r,(8|n)
flattens with an increase in the failure time n, which indicates an increase in the variance of
the error in evaluating the operating time to failure.

Figure 3.5 shows a 3D presentation of the conditional PDF {5, (8|n) when PF =24 kV
and FF = 25 kV. As can be seen in Fig. 3.5, the introduction of even a small anticipatory
tolerance leads to a shift in the mathematical expectation of the PDF {1, (§|n) to the left, in
the direction of negative errors in measuring the operating time to failure. It should also be
noted that the greater the failure time n, the greater the shift to the left of the mathematical
expectation of the conditional PRB s, (6|n).
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Fig. 3.4. A 3D presentation of the conditional PDF of the error in evaluating the operating

time to failure as a function of arguments & and n at PF = FF

Vo3| | 8 -76.82926829268297 _
1:399.99999999999983 5:-17.8571428571428:¢

00y ,:0.0049835841920224 1n:100
¥,:0.019835819072515

0.01

0.005

-150

Fig. 3.5. A 3D presentation of the conditional PDF of the error in evaluating the time to
failure as a function of arguments 6 and n at PF = 24 kV and FF = 25 kV
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So, for n = 100 h, the shift to the left equals 17.86 h, and for = 400 h this shift is
76.83 h, I. e. it increases by more than four times. The dominance of negative measurement
errors increases the probability of a false alarm and reduces the probability of a missed
detection when checking the system suitability.

Figure 3.6 shows a 3D presentation of the conditional PDF of the error in evaluating
the operating time to failure as a function of arguments ¢,, and n at 6 = 50 h, PF = 24 kV
and FF = 25 kV. The blue colour in Fig. 3.6 shows the region where, for an error 6 = 50 h,
the value of the PDF s, (6|n) is practically zero. The boundary of this region is marked by
a black line in Fig. 3.6. The ends of the black line in Fig. 3.6 correspond to the following
coordinates: o, = 1 kVandn = 88 h; o, = 0.4 kVandn = 500 h.

Analysis of the 3D images of the conditional PDF s, (6|n) allows determining the

requirements for the measurement accuracy of the system state parameter.

0.0008 '1|
|

0.0006 {
|

0.0004 '«|

|
0.0002 {

0
50

Fig. 3.6. A 3D presentation of the conditional PDF of the error in evaluating the time to
failure as a function of arguments o,, and n for 6 = 50 h, PF = 24 kV and FF = 25 kV
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Therefore, considering the graph in Fig. 3.6, it can be said that the standard deviation
of the measurement error should be at least 0.4 kV, i. e. o, = 0.4 kV.

Let us determine the probabilities (3.35)—(3.40) when A, = a, in the stochastic
process model (3.46). By substituting the PDF (3.68) into (3.35), we obtain

F{Fiﬂﬁmﬂﬂ=T(Mgﬂ;l(Fi;%}#?%_;FN%+PE—FFc@ﬂ&.(373

Lt

We introduce a new variable

x,:Eh:gleL+PF,-FF. (3.73)

Note that the new variable varies from

(3.~ FF)(t.-9)
9

to —oo. By substituting (3.73) into (3.72) and considering that
dg, = 9dx, /(a,~FF )

+PF,—FF

after simple transformations, we obtain [3]:

(80-FF)&-9) pp pp
P (ELit.) =T 0@ T | gux)wgks. (3.74)
Performing similar transformations over the formulas (3.36) - (3.40), we find [3]
- 0 k °)
P (BEita)|= [0 TT | Qx)dx }ds, (3.75)
b i1 (2-FF)68) pp
@-FF)6-9) or rr T
g k 9 i
PITL(LE5t) |= T o(9)| 11 [ Q(x)dx d39, (3.76)

tiyg k o

P (Edcta) = To@) T T Q(x)dx 3, (3.77)
1 _ (B=FF)-9)  pr_pp |
P[rsa“qnmg}=famgﬁ_k T (MXJdK}dS, (3.78)
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o0

P[Fe (ﬁtm)} :?m(‘g){ﬁ

0 =L (2 -FF)(&—9) , pr rp
l9 1

Q(x,)dxld&'. (3.79)

It is easy to comprehend that the sum of (3.74)—(3.79) is equal to unity.
Example 3.2. Suppose that a linear stochastic process describes the output voltage of
the radar transmitter power supply (3.46), while A, = a, and A; is a normal random

variable. In this case, the PDF of the operating time to failure is given by [9]:

_moit’+cit(FF—a,-mt) | (FF-a,—mt)’
o(t)= N exp 2070 : (3.80)

where m, and o, are the mathematical expectation and standard deviation of the random
variable A;. Assume that a, = 19.645kV, m; = 0.025kV/h, o; = 0.012kV/h, o, =
0.1kV, and m,, = 0, where m,, is the mathematical expectation of Y (¢).

Let us determine the optimal thresholds PF, (k = 1, 2, ...) when checking the power
supply suitability at time points t, = kt by the criterion of minimum total error probability
(4.43), where T = 100 h. Figure 3.7 (a) shows the dependence of the total error probability
on the threshold PF; for k =1, t; = 100 h, and t, = 200 h.

Total error probability

05 0.3 Total error probability

0,24
0,18
0,12
0.06

0

2 2167 22 2 13 67 2 25
91 2167 2233 23  23.67 2433 25 21 21.67 2233 I;; 23.67 2433 25
P <

b)
(@) (
Fig. 3.7. Dependence of the total error probability on the threshold PF, for k =1, t; =

100 h, and t, = 200 h (a), as well as on the threshold PF, for k = 2, t, = 200 h, t; =
300 h, and PF; = 22.33kV (b)
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Figure 3.7 (b) shows the dependence of the total error probability on the threshold
PF, fork = 2,t, = 200 h, t; = 300 h,and PF; = 22.33 kV. As can be seenin Fig. 3.7 (b),
the optimal replacement threshold is 23.21 kV, which exceeds the PF; value by 0.88 kV.
Therefore, it may be concluded that the optimal PF threshold increases towards the FF
threshold with an increase in the system operational time.

Figure 3.8 shows the dependence of the optimal value of the replacement threshold
from the moment of suitability checking ¢, (k = 1,7). As can be seen in Fig. 3.8, the optimal
replacement threshold increases with the time of inspection, which may be explained by the
increase in the mathematical expectation of the stochastic process (4.46) with time.

Table 3.1 gives the probabilities of correct and incorrect decisions when checking the
system suitability at the time t, = 200 h and PF, = FF for two values of the standard

deviation o,,, which differ by a factor of ten.

Optimal threshold value (PF )

I;-J"q I::-
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0 100 200 300 400 500 600 700
Inspection time, 7; (h)

Fig. 3.8. Dependence of the replacement threshold, optimal by the criterion of the minimum

total error probability, from the time of inspection t, (k = 1,7)

Table 3.1. The probabilities of correct and incorrect decisions when system suitability at
time t, when PF, = FF

Oy P{ry} | P{Ir,} | P{Is} | P{I,} | P{TIs} | P{TIe} Perror
(kV) (PF2=FF)
1 0.260 | 0.0019 | 0.225 0.064 0.061 0.388 0.288

01 | 0.262 0 0.282 | 0.00671 0 0.449 0.282

125




It should be noted that with PF, = FF, the suitability checking turns into the
operability checking.

As can be seen in Table 3.1, the total error probability (P,,-,,-) practically does not
decrease with a 10-fold increase in the measurement accuracy of the system state parameter.
Thus, at PF = FF the probabilities of incorrect decisions made when checking system
suitability are non-zero even for a zero-measurement error. The main contribution to the
total error probability gives the probability P{I3(t,,t,; t3)}, i.e. the probability that the
system being judged as suitable at inspection times t, u t, then fails in the interval (¢t,, t3).

Table 3.2 gives the probabilities of correct and incorrect decisions made when
checking system suitability at time t, = 200 h and PF, = PFZ"pt for the same values of the

standard deviation oy as in Table 3.1.

Table 3.2. The probabilities of correct and incorrect decisions made when checking

system suitability at time t, when PF, = PEP*

oy | P{Ti} | P{r} | PTs} | P{r} | P{rs} | P{re} Perror
(kV) (PF™)

1 | 0203 | 0059 | 0046 | 0243 | 000043 | 0448 0.105

01 | 0257 | 00052 | 0.0061 | 0.282 0 0.45 0.0113

As can be seen in Table 3.2, in the case of PF, = PFZ"pt , the probabilities of incorrect
decisions P{I’, (t4, t,; t3)} and P{I3(t,, t,; t3)} decrease by 11.3 and 7.5 times, respectively,
with o,, decreasing by 10 times, while the probability P{I’s(t,, t; t3)} decreases almost to
zero.

By comparing Tables 3.1 and 3.2, the following conclusions may be drawn: firstly,
when introducing the optimal replacement threshold, the probability P{[;(t;,t,;t3)}
decreases by 5 and 46 times for the corresponding values of o,,. Secondly, the probability
of a false alarm P{T,(t;, t,; t3)} increases by 31 times. Thirdly, the effect of decreasing the
probability P{[;(t,,t,;t3)} significantly exceeds the effect of increasing the probability
P{T,(t4, t5; t3)}, which ultimately reduces the total error probability P,,,.,. Fourthly, the
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probability P{I,(t,, t,; t3)} increases almost fourfold, which is equivalent to an increase in
the corresponding number of times the probability of the predicted failures.

Example 3.3. For the conditions of Example 3.2, determine the optimal values of the
replacement thresholds by the criterion of a given a posteriori probability of the system'’s
failure-free operation in the upcoming time interval (3.44). Let the given value of the a
posteriori probability of the system failure-free operation is P, = 0,95 .

Figures 3.9 (a) and (b) show the dependences of the a posteriori probability of failure-

free operation on the replacement threshold value for the first and seventh operation interval,
respectively.

The a posteriori probability of failure-free The a posteriori probability of failure-free
operation in the nterval (7(, 77} operation in the interval (¢, 73 )

1.0 1.0
N

0.95 \\ 0.95 \\
0.9 09

0.85 0.85

0.8 0.8

PF, PF,

(a) (b)

Fig. 3.9. Dependences of the a posteriori probability of failure-free operation on the

replacement threshold value for the first (¢, t,) (2) and seventh (t,, tg) (b) system operation
intervals

As can be seen in Fig. 3.9, the replacement threshold increases with increasing number
of the operational interval. Thus, for the inspection times t; = 100 h and t;, = 700 h, the
values of the replacement thresholds, providing P, = 0.95 for the intervals (t;,t,) and
(t;, tg), are respectively PF;, = 21.95 kV and PF, = 24.23 kV.
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Figure 3.10 shows the dependence of the replacement threshold, optimal on the
criterion of the given a posteriori probability, from the inspection time ¢, (k = 1,7). As can
be seen in Fig. 3.10, the character of the dependence of the optimal replacement threshold
from the time-point of suitability checking is the same as in Fig. 3.8. However, all the points
in Fig. 3.10 lie below the corresponding points in Fig. 3.8, which indicates a wider

anticipatory tolerance in the case of using the criterion of a given a posteriori probability.

250 Optimal threshold vahe (PF;)
245

24.0 —* ¢
23.5 *

B [ ]

23.0 é

22.5

22.0

215 T

0 100 200 300 400 500 600 700
Inspection time, 7; (h)

Fig. 3.10. Dependence of the replacement threshold, optimal by the criterion of a given a

posteriori probability, from the time of inspection ¢, (k = 1,7)

3.3. A mathematical model of CBM for determining the optimal replacement
thresholds and the inspection times on a finite interval of system operation

This section discusses the task of determining the optimal inspection schedule for the
system, which is subject to gradual failures. Gradual failures are caused by internal
degradation of the system, which can be detected by instrumental inspections. A
mathematical model of condition monitoring with imperfect inspections and perfect repairs
Is proposed based on a regenerative process of system state changes. The system inspection
consists in measuring the state parameter and comparing its value with the replacement
threshold.

3.3.1. Inspection policy. Let us assume that the operation of the new system begins
at time t,, and sequential inspections are scheduled at times t; < t, < ---ty, < T, where T

Is the interval of the system operating time for which the condition monitoring is planned.
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When checking the system suitability at time t, (k = 1, M), the following decisions
are possible:

o if the system is judged as suitable, then it is permitted for use during the operating
interval (ty, tx41);
o if the system is judged as unsuitable, then it is repaired and permitted for use during

the operating interval (t,, t,).

In the case of periodic inspections, the interval T is divided equally into M + 1 sub-
intervals, and the system is inspected at times kt (k = 1, M), where M = T/t — 1.

3.3.2. The space of system states. To determine the condition-based maintenance
effectiveness indicators, we are going to use the well-known property of regenerative
stochastic processes [10], according to which the fraction of time the system remains in the
state S; is the ratio of the mean time spent in the state S; during the regeneration cycle to the
average duration of this cycle. The process of system operation will be considered as a
sequence of different states over a finite time interval T. Therefore, as in Section 2, the
system behaviour over the time interval (0, T) will be described using a finite-state stochastic
process S(t). The process S(t) includes the following states: S, if the system is used for its
intended purpose and is in the operable state at time t; S, if the system is not used for its
intended purpose and is in the inoperable state (unrevealed failure) at time t; S5 if the system
is not used for its intended purpose because a scheduled suitability checking is carried out
at time t; S, if the system is not used for its intended purpose at time t and preventive
maintenance is performed, since a “false alarm” event (3.14) or a “true negative 1” event
(3.16) occurred at the last suitability checking; Ss if the system is not used for its intended
purpose at time t and corrective repair is performed, since a “true negative 2” event (3.18)
occurred at the last suitability checking.

We denote the time spent by the system in the state S; (i = 1,5) by TS;. It is evident
that T'S; is a random variable with the expected mean time E[TS;]. Since the process of state
changes is regenerative, the system becomes as good as new after repairing in the state S,

or S¢. Therefore, the average duration of the regeneration cycle is [4]
E[TS, ]=2E[TS,]. (3.81)
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3.3.3. Conditional probabilities of correct and incorrect decisions made when
checking the system suitability. Let us consider the conditional probabilities of correct and

incorrect decisions made when checking the system suitability, which are necessary to

determine the expected mean times E[TS; ], E[TSs]. Suppose that the gradual failure of the
system occurs at time n, where t;, <n < ty4+, (k = 0,M). To determine the conditional
probabilities of correct and incorrect decisions, we use the time axis shown in Fig. 3.11,

which demonstrates the location of inspection times t,, t,, and gradual failure time 1.

* - - - Ili*lilﬁ
0 I t, lv-1 Iy 11 e M fy Ly T t

Fig. 3.11. The time-location of suitability checks t,, t,, and gradual failure n

The conditional probability of a “false alarm” when checking the system suitability

at the time t,, (n = 1,k — 1) can be defined as follows:

P (tn)= P{mH StOH, <t

H:n}. (3.82)

The conditional probability that operable system is correctly judged as unsuitable
(“true negative 1) when inspecting the system at the time t, (k = 1, M) is formulated as

follows:
P (tn)= P{HHn >t NH, stk|H:n}. (3.83)

The conditional probability of the “missed detection 1” event when checking the

system suitability at the time t, (k = 1, M) can be defined as follows:
Pros(LN)= P{th >tn|H:n}. (3.84)

The conditional probability that the system is correctly judged as suitable (“true

positive”) when inspecting the system at thetime t,, (n = 1, k — 1) is formulated as follows:

P(t, n):P{iﬁlHi >ti|H=n}. (3.85)
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The conditional probability that inoperable system is judged as unsuitable (“true
negative 2”) when inspecting the system at the time ¢; (j = k + 1, M) is formulated as

follows:

P (t, |n)=P{ AH >tOH, Stj|H:n}. (3.86)

The conditional probability of the “missed detection 2” event when checking the

system suitability at the time t; (j = k + 1, M) can be defined as follows:
P (t,[n) = P{ﬂH St |H:n}. (3.87)

As in subsection 3.2.3, the determination of each of the conditional probabilities
(3.82) - (3.87) reduces to the calculation of the probability of the random point {A,A,,}
hitting into the m-dimensional region formed by the limits of the variation of each random
variable, and is equal to the m-fold integral over this region from the PDF Yy (81, 8,,,|1).

The conditional probability of the “false alarm” attime t,, (n = 1,k — 1) corresponds
to the n-dimensional region with the following limits: —oo <A, <t,—mn and
t;,—n <A, <o (Il =1,n—1). By integrating the PDF {,(8,,5,,|n) over the indicated

limits, we obtain [4]:

PFA(tnln)=t"£ [ [ ws(9:,9,In)dg.dg, (3.88)

The conditional probability of the “true negative 1” at time t,, (k = 1, N) corresponds
to the k-dimensional region with the following limits: —oco < Ay <t;, —7m and
t;—m<A; <o (i =1,k —1). By integrating the PDF {;,(8,, 56,|n) over the indicated

limits, we obtain [4]:

Pus(tm)=T [ -] v,(9:0.In)dg.dg, (3.89)

0ty 4

The conditional probability of the “missed detection 1” at time t;, (k= 1,N)
corresponds to the k-dimensional region with the following limits: t; — M < A; < oo (i =
1, k). By integrating the PDF s, (8, 5,,|n) over the indicated limits, we have [4]:

Pioa(tm)= ] - [ Wo(9:,0n)dg,dg, . (3.90)

G-n 4y
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The conditional probability of the “true positive” at time t, (n=1,k—1)
corresponds to the n-dimensional region with the following limits: t; —m < A; < oo (I =

1,n). By integrating the PDF 5, (84, §,|n) over the indicated limits, we obtain [4]:

n)dg.dg, . (3.91)

I:?I'P (tn Tl) T tT \Ijo(glﬂ gn

The conditional probability of the “true negative 2” at time ¢; (j =k + 1,N)
corresponds to the j-dimensional region with the following limits: —co < A; < t; —n and
ti—mM<A; <o (i =1,7—1). By integrating the PDF {,(64, 8,,|n) over the indicated

limits, we get [4]:

M o«

Pac(tM)=1 | -] Wo(0rn0n)d0..dg; (3.92)

—o - §-n

The conditional probability of the “missed detection 2” at time t; (j = k+ 1,N)
corresponds to the j-dimensional region with the following limits: ¢t; —m<A; <

o (i = 1,)). By integrating the PDF s, (8,, §,,|n) over the indicated limits, we obtain [4]:

Puoz (tm)= ] - [ w,(9-0;/n)dg.dg; . (3.93)

ti-n 4-m

3.3.4. Mean time of staying the system in different states. Let us determine the

expected mean times E[TS;],E[TSs]. Using Fig. 3.11, we determine the conditional

mathematical expectation of the time the system spends in the state S;, provided that H = n

=
LN

t, P (t, M)+t Py (t M)+ 1Py, (t M), if t, <n <t .,

t Pea (t [n)+TR (t, ), if n>T.

E[TS,n]= (3.94)

M= 7

=
Il
i

By applying the formula of the total mathematical expectation of a continuous random
variable (2.8) to (3.94), we obtain [4]:

E[TS,]= ¢ katnPFA(tnlx)Hk P (t[X) +XPo (8, |x)}m(x)dx+°f[§)tkPFA(tk|x)+TPTP (t, |x)}m(x)dx . (3.95)

k=0 t n=1

The conditional mathematical expectation of the time spent by the system in the state
S, provided that H =7 is determined from the analysis of Fig. 3.11 as follows:
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% (tj _n) ™ 2( |ﬂ) (T —ﬂ) PMD,Z (tM |ﬂ), if t, <n$tk+1(k =0,M _1)5

j=k+1

E[TS,n]=4(T —M)Pyp.(tu M), if t, <n<T, (3.96)
0,if n>T.

By applying the formula of the total mathematical expectation of a continuous random
variable (2.8) to (3.96), we obtain [4]:

M -1t

E[TS,]=Y | ( X) Pz (5] X) (T = X) Puo (t |X) co(x)dx+j(T—x)PMD,l(tM|x)w(x)dx.(3.97)

k=0 t j=k+1
From the analysis of Fig. 3.11 it follows that the conditional mathematical expectation

of the time spent by the system in the state S; under the condition that H = n is equal to
k-1 M-

tSC nZﬂnPFA (tn |T1) + kPTN 1 (tk |ﬂ) + j:Zkﬂ JPTN,z (tj |ﬂ)+ MPMD,z (tM |n)a

E[TS,In]=1if t, <n<t,(k=0,M-1), (3.98)

to 2 KPu (1 ) +MPy (8, ). if n>t,,

where tq is the average duration of the system suitability checking.
By applying the formula of the total mathematical expectation of a continuous random
variable (2.8) to (3.98), we obtain [4]:

E[Tssjztscm[rkfklnp( X)+kPTN,1(tk|X) z Pt |x)+MPMD,2(tM|x)}m(x)dx+

n=1 j=k

(3.99)
tscj[“:z_llkPFA(tk|x)+MRP (tu]X) Joo( )l

On the base of Fig. 3.11, we determine the conditional mathematical expectation of

the time spent by the system in the state S4, provided that H = n
| £ Pra (1 I1)+ Prs (&) | i, <n<t, (k=TM),
n=1

M .
t. [Z P, (tk |n)+PTP (tN |n)}, if n>T,

E[TS,[n]= (3.100)

where tpy is the average duration of preventive maintenance.
By applying the formula of the total mathematical expectation of a continuous random
variable (2.8) to (3.100), we obtain [4]:

133



k-1

E[TS, |=t, kzoljz At |x)+Pm(tk|x)](o(x)dx+tpRHiPFA(tk|x)+PTP(tM|x)}(o(x)dx. (3.101)

t n=l

The conditional mathematical expectation of the time spent by the system in the state

S, provided that H = n is determined from the analysis of Fig. 3.11 as follows:

{ > P (t )+ Puo. (b In)} if t <n<t.,(k=0,M),

0,if n>T,

E[TS,n]= (3.102)
where t.r Is the average duration of corrective maintenance.

By applying the formula of the total mathematical expectation of a continuous random
variable (2.8) to (3.102), we get [4]:

E[Tss]:tCRitﬂ > Prua(t,[X)+ P (t, |x)}w(x)dx. (3.103)

k=0 [ j=k+

In the case of a periodic inspection schedule, the mean times E[TS;], E[TSs] are

determined by the following formulas:

(k+1)T |

E[TS,]= i[ [ ZlanFA(nr|x)+krPTNvl(kr|x)+xPMD1(kr|x)Jm(x)dx+

- (3.104)
T[ikrpm(kqx)ﬂpw(Mr|x)]m(x)dx,
E[Tsz]:h:zﬂk]nr{i(n X) Py (JT]X)+ (T—X)PMD'z(Nr|X)}OJ(X)dX+
(3.105)

I(T —X) Pyo. (Me]X)oo( X)X,

Mt

(k+1)t

E[TS3]:t MZ{ [ ZnPFA(nr|x)+kPTNl(kr|x) Z TNZ(jr|x)+MPMD2(Mr|x)} (X)dx +

(3.106)
tscjr[“:z_‘;kPFA(kqx)thPTp((M ~1rfx) jo(x)alx

1 1o 1{<k]1>rkzlpﬁ<m|x)+ PTN,l(kr|x)}g( Jdx+,, j{iPFA(kr|x)+ PTP(Mt|x)}o(x)dx, (3.107)

ke n=l TLk=

LN

E[Tss]ztc&(k]”[ S P (jtx)+ MDZ(MT|X)}m(x)dX. (3.108)

k=0 k¢ j=k+1

3.3.5. The effectiveness indicators of CBM based on suitability checking. The
typically used CBM effectiveness indicators are availability, average maintenance costs and

ORF.
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As in Chapter 2, we determine the availability by the formula (2.20). However, the
mean times E[TS, ], E[TSs] are calculated using the formulas (3.95), (3.97), (3.99), (3.101),

and (3.103) in the case of a sequential inspection schedule or using the formulas (3.104)—

(3.108) in the case of a periodic inspection schedule.

Average system operation costs per unit time are given by [4]:

E[CCBMJ:E[.Il_so]{CLFE[T52]+CSCE[TSS]+CPRE[TS4]+CCRE[TSS]}, (3.109)

where Ccpp 1 are the system operation costs per unit time; C,r are the losses per unit time
due to the system stay in the failed state; Cs. is the cost of system inspection per unit time;
Cpr 1S the cost of preventive repair per unit time;; C.x is the cost of corrective repair per
unit time.
Average system operation costs over a time interval (0, T) is
E[Clows =T XE[Cea, | (3.110)

where CCTBM'1 are the system operation costs in the interval (0, T).

As in Chapter 2 for the safety-critical systems, we will use ORF R(t,,t) as the
primary maintenance effectiveness indicator, and as an additional indicator, the average
system maintenance costs E[C[gy ,] over time T, which is determined by the following

formulas:

1
E[TS, ]

E[Ceon. |= {CE[TS, ]+CwE[TS, |+ CE[TS, |}, (3.111)

E[Clow. |=TXE[Ceu, |- (3.112)

From a comparison of formulas (3.109) and (3.111) it is clear that in (3.111) the
coefficient C,r is zero. This is because, for systems that affect safety, it is usually not
possible to quantify the consequences of failures, so the indicator E[C/z,, »] does not include
losses due to the system being in an inoperable state.

When using CBM, under ORF we understand the probability that the system will not
fail in the interval (ti,t),t;, <t < ty4,, CONsidering that at time points (t;,t;) the
suitability checks and, if necessary the repairs, are carried out. On the finite operating time
interval (0, T), ORF is determined as follows [11]:
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R(t, )= R Ty P (t —t |h)o(h)dh, t>t,, 3.113
=3l Rt @.113)

P, (t;) =P (t;)+ P (L)), (3.114)

. 3 (tV) va Pea (tj —t
T o(x)dX

h)o(h)dh, (3.115)

A%

P (1)) =1- P (1))~ £ 2L [ R (4 ~t 0o (n)dn +

(3.116)

t j+ -t

T,
-[ PMD'l(tj_tV|h)w(h)dh+ ,[ PTP(tj_tv
tj-t,

tj+17tv

h)m(h)dh},

where Pg(t;) is the probability of the system repair at the time t;; Ppgr(tepne ;) is the
probability of the system preventive repair at the time t; due to the occurrence of the event
(3.14); Prgene (t;) is the probability of the system corrective repair at the time ¢; due to the
occurrence of the event (3.16) or (3.18).

The proof of (3.113) - (3.116) we begin with expression (3.114). Let us introduce the

following events: W (t;) is the event of the system being repaired at the time ¢; after the j-

th inspection; Wpe(t;) and Wcg(t;) are the events of the preventive and corrective system

repair, respectively. The system will be repaired at the time ¢; if one of the events Wpg(t;)
or Weg(t;) occurs. Consequently,

W (t; ) =Wep (t; ) +Wer (t;) - (3.117)

Events Wpp(t;) and Wcg(t;) are mutually exclusive, since they are based on

incompatible events (3.14), (3.16), and (3.18). Therefore, by applying the addition theorem
of probability to (3.117), we obtain (3.114).

To prove (3.113), (3.115), and (3.116), we write the probabilistic definition of the
indicators R(ty, t), Prr(t;) and Prg (t;):

-

0

J

R(t,t)= P{ {W (t,)Nt—t, <H<T —tjn(iﬁlHi >t —t, H} (3.118)
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[W (t)N(t.—t, <HST -t OH, <t, —tv)ﬂ[ AH >t —tvﬂ}, (3.119)

i=v+l

P (t,)=1—Pa(t; ) - P{U{W (tv)ﬂ[ AH >t —tvﬂ}. (3.120)

v=0 i=v+1

Since the scheduling of inspections is carried out over a finite time horizon (0, T),

then considering that last repair of the system occurs at the time ¢;, the random variable H

exists in the interval (0, T — t;) with the conditional PDF:
o(n0<H<T -t)) / [o (3.121)

Let us prove (3.113). Suppose that the last restoration of the system was at the time
t;. Assume the system failure occurs in the time interval from n to n + dn. Then the

conditional probability of such an event provided that during previous inspections the

system was correctly judged as suitable is equal to

P{n<H£n+dn

hHi>ti—tj}=@(n\0<HgT—t,.)dn. (3.122)

i=j+1

The unconditional probability of the formulated event is given by

P{n<H<n+dnﬂ[ﬂH>t t]} o (Lt Mo(n0<H<T ~t)dn.  (3.123)

i=j+1

The probability of the event

t—t <H<T —t,.n( AH, >ti—tj] (3.124)

i=j+1

is determined by integrating (3.123) over the region of existence of the random variable H:

P{t—tj<H£T—tjﬂ[_(k_]Hi>ti—th}—jPTP( —t,[X) (x\0<H<T t)dx (3.125)

Considering (3.121), relation (3.125) reduces to the following form:

P{t—ti <H<T —tjm(__rk_] H >t —tjj}:m;f P, (t —t, [X)o(X)dX.  (3.126)

[ o(x)dx "™

Using the multiplication theorem of probability, we determine the joint probability of

system recovery at the time ¢; and event (3.124)
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T-t

[ o(x)dx "

0

P{an{t—tgHST—tjn[hHi>ti—tjm JLJ (t -t X)o(x)dx. (3.127)

i=j+1

Since the system can be repaired at any of the moments t,, t;, and after repair the
system becomes as good as new, the events W,, W, are independent, then the sum of the
probabilities (3.127) with the change of j from 0 to k yields formula (4.113) , where P, (t,) =
P[W(t,)] = 1. Q.E.D.

The proof of relations (3.115) and (3.116) is similar.

3.3.6. Determination of the optimal inspection times and replacement thresholds.
The task of determination of the optimal inspection times and replacement thresholds over
a finite interval of system operation can be formulated according to various criteria.
Optimization criteria may include such measures as maximum availability, minimum
average system operation costs over time T, the provision of the required level of ORF with
a minimum of average maintenance costs over time T or maximum of ORF with a restriction
on the average maintenance costs over time T.

The criterion of minimum average system operation costs over time T is presented in

the following form:

E[CCTBMJ(tf‘“,t;pt;PFl"‘“,PFJ”‘)J= min E[ (o tM,PFl,PFM)}, (3.128)

PR, PRy Nty ty

where ¢;7%,¢.P¢ are the optimal inspection times over the operating time interval

(0, T); PEP*, PFP* are the optimal replacement thresholds at times t.P*, £,7°.

In the case of a periodic inspection schedule, the criterion (3.128) takes the form

E[CCBMl(r P|:opi PFo'p't )}: _miprg{E[C;M,I(TiPFT’PFMI)}}, (3.129)

where t,,, is the optimal periodicity of inspection; PFO”t PF"pt are the optimal

replacement thresholds at times t,,¢, M Ty

In the case of a sequential inspection schedule, the maximum availability criterion is

formulated as follows:

A (7,6 PR, PR | = _m

ty,ty PR, PRy

{Kr(ﬁ;m)}. (3.130)
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In the case of a periodic inspection schedule, the criterion (3.130) is converted into

the following form:

A (ropt; PF> PRy ) = max {A(r; PF,PF, )} . (3.131)

The task (3.131) may be simplified if, instead of the optimal replacement threshold
for each inspection time, determine one optimal threshold PF°Pt for all checking times. In
such case the optimization criterion can be formulated as follows:

A (., PF* ) =max{ A(z,PF )} (3.132)

opt?

Since two indicators evaluate the effectiveness of the safety-critical systems, we may
formulate two optimization criteria. If the minimum allowable ORF R™ is specified, then one

can minimize the average maintenance cost E[CJ,,, |. The optimization criterion, in this

case, has the following form [11]:

PR PRINE™G7 = _min _E| Ca.(E8, PR.PR, )|

PF PRy Nty

(3.133)
R(t,t%) >R’ (k :L_M).

If the maximum allowed average maintenance cost E[C*] Is specified, the

optimization criterion is as follows [11]:

PE* PEFNE™ t7 = max R(t,t.)(k=1M)

RT,,RTy Nt by

(3.134)

E| Cra (17,7, PR PR | <E[C].
In the case of periodic inspections, the criteria (3.132) and (3.133) have the following
form [11]:

PF™ PFot

opt

= min E[Cgsm,z (Topt’m)}
PF,PFy Nt

(3.135)

R[Kkt, (k+1)7,, |2 R’ (k:I,_M),

opt >

PF PR Nt = max R[kr,(k +1)r](k=1,_|v|),
PF ,PFy, N7

E[C(TW” <E(C') (3.136)
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Example 3.3. Assume that as in Example 3.1, the system state parameter is the output
voltage of the radar transmitter power supply. It is necessary to solve the problem (3.132)
with the following initial data: T = 3,000 h; FF = 20 kV; a, = 16 kV; m; = 0.002 kV;
o; = 0.00085 kV/h; 6, = 0.25KkV; tsc = tpg = 3h; tep = 10 h.

Figure 3.12 shows the dependence of the system availability on the number of
inspections in the interval (0, T). From Fig. 3.12 follows that the optimal solution for the

case of suitability checking has the following form: PFP* = 18.5KkV, My, = 5, Tope =

500 h, and A™(z,,,PF*)=0.99. In the case of operability checking, i.e. at PF = FF =

20kv, the following solution is optimal: Mg, =25, T4, =115.4h, and
A™ (z,,,PF =FF)=0.928. Thus, the use of the optimal replacement threshold PF°P* < FF

substantially increases the availability and significantly reduces the number of inspections.

 Avalabiity (4

'R LTI |
| |
s .o,
0.9 L P Lot ? 4l
* "'-.
L J
0.8 ¢
0.7
1 10 100

Number of inspections (M)
Fig. 3.12. Dependence of availability on the number of inspections at PF°Pt = 18.5kV <
FF (red squares) and at PF = FF = 20 kV (black circles).

Example 3.4. Assume again that as in Example 3.1, the system state parameter is the

output voltage of the radar transmitter power supply. It is necessary to solve the problem
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(3.133) for the same initial data as in Example 3.3. Let us assume that the minimum
allowable value of ORF is R* = 0.95.

We solve the problem (3.133) using Mathcad. Table 3.3 presents the values of optimal
suitability checking times and replacement thresholds. As can be seen in Table 3.3, the time
interval between suitability checking decreases and tends to approximately 500 h value. At
the same time, the optimal replacement threshold value gets stable starting with the 2"

inspection.

Table 3.3. The values of optimal suitability checking times and replacement thresholds

Inspection t; t t3 tg ts ts t7
time (h) 1165 | 1890 2475 3015 3535 4040 4535
Replacement | PF; PF, PF; PF, PFs PFs PF;
threshold 18.5 19 19 19 19 19 19
(kV)

Figure 3. 13 shows the dependence of the ORF on the system operational time with
the indication of suitability checking times over the interval (0, 5,000 h). As can be seen in
Fig. 3.13, with the course of the running time, the ORF changes from a maximum value
close to one, after the suitability checking and, if necessary, restoration works to a minimum
of 0.95, immediately preceding the next inspection time. In this example, the maximum
ORF value R(tk,tk), k = 1,7 virtually does not change with the inspection number and is
approximately equal to 0.99. Apparently, the higher the minimum allowed ORF level R*,
the more inspections are required over a specified interval (0, T).

The minimum value of the average maintenance cost when checking the system

suitability in the time interval (0, 5,000 h) is equal to
E[CT ]=CrX.Pra(t; )4C, 2P (1, ) +7%Cyy, =30000.36-+1.98x10000+ 7x500=$24,370. (3.137)

Suppose now that PF,= FF (k = 1, M), that is, instead of checking the system
suitability, an operability check is applied. The optimal operability checking times are given

in Table 3.4.
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A R0

0.95
T=500h
0 i Iy I3 Iy I5 g ih % ¢ [1]
0 1.000 2.000 3.000 4000  T=5,000

Fig. 3.13. Dependence of ORF on the system operating time with the indication of suitability
checking times over the interval (0, 5,000 h)

As can be seen in Table 3.4, the time interval between operability checking decreases
and tends to an approximately 80 h. In this case, the number of operability checks necessary
to ensure the minimum ORF-value of 0.95 increases to 43.

Table 3.4. Optimal operability checking times

Inspection t t) ts t, ts {43
time (h)
1165 | 1285 | 1380 | 1470 | 1555 4920
Replacement | pp | pp FF FF FF FF
threshold
(kV) 20 | 20 20 20 20 20

Figure 3. 14 shows the dependence of the ORF on the system operational time with
the indication of operability checking times over the interval (0, 5,000 h). In this case, the

minimum value of the average maintenance cost is equal to

E[CT]=Cen Per (£, )4C 3. P (£, ) #43x C,,, =3000x0.258+2.365x 10000+ 43x500=$ 45,924. (3.137)
j=L j=1

By comparing (3.136) and (3.137), we can see that the minimum average cost of
maintenance based on suitability checking is less by almost half of the average cost of

maintenance based on operability checking.
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0.95
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0 I b f43
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> t[h]

Fig. 3.14. Dependence of ORF on the system operating time with the indication of
operability checking times over the interval (0, 5,000 h)

Therefore, for safety-critical systems, the maintenance strategy based on suitability

checking is more efficient than the maintenance strategy based on operability checking.

3.4. Conclusions

1. A mathematical model of CBM has been developed which, unlike the known
models, considers the probabilities of correct and incorrect decisions made when checking
system suitability at scheduled times, to significantly reduce the probability of system failure
in the interval between inspections due to the rejection of potentially unreliable systems.

2. Generalized expressions (3.25)—(3.30) and (3.35)—(3.40) have been developed to
calculate the probabilities of correct and incorrect decisions made when checking system
suitability, considering the results of previous inspections and the possibility of discarding
potentially unreliable systems.

3. The criteria for determining the optimal replacement thresholds such as maximum
net income (3.41), minimum average risk (3.42), minimum total error probability (3.43),
and given a posteriori probability of the system’s failure-free operation in the forthcoming
time interval (3.44) have been formulated, which can significantly reduce the likelihood of
system failure in the intervals between inspections.

4. Expression (3.47) is obtained that allows for a linear random process of
degradation to calculate the conditional joint PDF of the errors in the evaluation of the
operating time to failure through the known PDF of the measurement error of the system

state parameter and the values of the functional failure and replacement thresholds.
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5. With the use of 3D images of the conditional PDF of errors in the evaluation of
time to failure, it has been shown that the introduction of a small anticipatory tolerance
significantly weakens the requirements to the accuracy of measuring the system state
parameter.

6. Numerical examples show that in the absence of an anticipatory tolerance, the
total error probability practically does not decrease with a 10-fold increase in the accuracy
of measuring the system state parameter. While with the introduction of the optimal
anticipatory tolerance, the total error probability decreases by almost ten times with a 10-
fold increase in the measurement accuracy of the state parameter due to a significant increase
in the likelihood of rejecting potentially unreliable systems.

7. Numerical examples have shown that when using the criteria of the minimum total
error probability and given a posteriori probability, the optimum value of the replacement
threshold increases with the time of inspection, and the value of the anticipatory tolerance
decreases, which is explained by the increase in the mathematical expectation of the
stochastic degradation process with time.

8. The generalized analytical expressions (3.95), (3.97), (3.99), (3.101), and
(3.104)—(3.108) have been obtained for the mean time spent by the system in different states
of operation and maintenance for sequential and periodic inspection schedule, considering
the conditional probabilities of correct and incorrect decisions made when checking system
suitability.

9. Cost-related effectiveness indicators have been developed for CBM based on
suitability checking of systems not affecting safety (3.109) and (3.110), and for safety-
critical systems (3.111) and (3.112).

10. For systems that affect safety, the generalized relations (3.113) - (3.116) have
been proved to calculate the ORF and the probability of an unplanned recovery in a finite
time interval.

11. The tasks of determining the optimal scheduling of suitability checks and
replacement thresholds according to the criteria of minimum average system operation costs

(3.128) and (3.129), maximum availability (3.130) - (3.132), minimum average maintenance
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cost with restriction on the ORF (3.133) and (3.135), and maximum ORF with a limit on the
average maintenance cost (3.134) and (3.136), have been formulated.

12. The results of numerical calculations show that the CBM based on suitability
checking is more effective than the maintenance based on operability checking, as it ensures

higher availability and lower maintenance costs with fewer inspections.
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CHAPTER 4:

TECHNIQUES OF OPTIMIZING THE MAINTENANCE OF VEHICLES’
EQUIPMENT

4.1. The architecture of modern avionics

Avionics systems must meet a large number of requirements for safety, reliability,
performance standards, overall dimensions, power consumption, weight, etc. Over the past
40 years, in response to these requirements, manufacturers have proposed two digital
avionics architectures [1, 2].

Federated avionics (FA) architecture implies that each system has a dedicated
controller, and different systems do not use the controller hardware. These controllers have
a weak association with the controllers of other functions. Therefore, the propagation of
errors from function to function is possible only in the case of an interaction, which can be
detected and allowed by software.

Figure 4.1 shows an example of FA architecture.

The advantages of this architecture compared to the independent avionics architecture
used in analogue avionics includes a reduction in the amount of hardware due to the
principle of complex information processing and reduction of the total weight of the cable
network by using multiplexed communication links between on-board sources and receivers
of information. The disadvantages include the possibility of failure spreading from one
system to other systems due to mutual data exchange. Failure diagnostics is done
automatically by hardware and software system monitoring means. Boeing 767 and 757
series were the first commercial aircraft with the digital FA architecture.

As can be seen in Fig. 4.1, the FA architecture assumes the use of dedicated LRUs for
each avionics function and interconnection of each LRU with others via point-to-point data
buses such as ARINC 429 or ARINC 629. However, very soon it became apparent that
ARINC 429 capabilities were not sufficient to transfer the volumes of digital data exchanged
between different LRUs. The original ARINC 429 standard (1978) included the definition
of about one hundred (32-bit) data words identified by unique “labels.” By the early 1990s,

the number of such data words had increased to such a level that the ARINC 429 standard
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was divided into three parts. Part 2 contained definitions for labels and data words and was
approaching 200 pages in volume for the latest edition published in 2004. Part 3 defined the
data file sending method since the transfer of significant data volumes became extremely
important.

One of the drawbacks of the FA architecture is that it is difficult to expand. Any
additional LRUs require additional cable links with each other and with existing LRUSs. This
architecture requires long cable runs to connect remote LRUSs that increase weight and may
lead to reliability problems.

It should be noted that until the late 1990s, digital avionics of most civil aircraft,
including Airbus A320, A330, and A340 series, was based on the FA architecture
philosophy.

Integrated modular avionics was developed to create a modular, open, fault-tolerant
and flexible digital avionics architecture. The IMA architecture presents open network
architecture with the common computing platform. This architecture uses standard computer
systems as a common platform for multiple functions. These so-called IMA modules are
connected via data buses. Since all functions located on one module share the computational
resource and memory of the corresponding platform, propagation of failures is suppressed
using time division mechanisms. By now, several generations of IMA architecture have
been developed.

Starting with the Boeing 777 series, the FA architecture began to progressively move
to IMA with the Airplane Information Management System (AIMS). Several vital functions
(for example, flight control, communication management, aircraft condition monitoring)
previously performed by independent LRUs were implemented using IMA. The IMA
architecture was developed for most functions of A380 avionics.

Figure 4.2 shows an example of the IMA architecture. Dedicated avionics applications
perform most functions of conventional LRUs in IMA architecture. Generic IMA modules,

called CPIOMs run these dedicated applications.
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APPLICATION A - o
A

NON-AFDX

Data
emmunicatic
Network

CONVENTIONAL AVIONICS Integrated Modular Avionics (IMA)
"Line Replaceable Unit" "Line Replaceable Module"
(LRU) (LRM)

Fig. 4.2. Example of integrated avionics architecture [3]
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Consequently, the IMA concept reduces operating costs due to fewer computers
needed. Each CPIOM integrates new hardware and software technologies and runs these
dedicated applications on common computing and memory resource while providing an I/O
interface for specific conventional avionics system LRUs. Moreover, to meet the high
demand for connection to conventional avionics systems, additional IOMs are included in
the IMA structure. CPIOMs and IOMs are LRMs. Communication between LRMs is carried
out via the ADCN through communication technologies developed by a non-aeronautical
standard, which is adapted to aviation restrictions. This technology is called AFDX, and it
complies with the ARINC 664 standard. The IMA architecture involves connecting all
modules (CPIOM and IOM) into ADCN, while all information is routed through the AFDX
switches to the required LRMs.

A380 aircraft have seven avionics CPIOMs that perform different types of functions,
each being identified by the letter (from A to G): A— pneumatic + air conditioning
(optional); B — air conditioning; C — cockpit + flight control; D — data transmission
channel; E — energy; F — fuel; G — chassis.

Each CPIOM type is associated with a specific number. CPIOMs with the same
number are interchangeable but may require software reconfiguration.

The A380 avionics has 30 interchangeable LRMs and 22 programming functions,
located in CPIOMs [4]. The ACDN consists of 16 switches (8 per network) and the
corresponding AFDX cables. These switches connect the following aviation system
components: 8 IOMs; 22 CPIOMs; 50 LRUs with AFDX interface.

To reduce the number of connecting wires from the control panels in the cockpit to
the system computers in the avionics compartment, the controller area network (CAN) bus
Is used in the A380 [6, 7]. The CAN bus is the standard vehicle bus designed to enable
communication between microcontrollers and devices inside the vehicle without using the
host computer. Although Airbus began to widely use the CAN bus for A380 to reduce the
amount of wiring, the popular ARINC 429 bus is still used in this aircraft series to connect
the radio control panels in the cockpit with the LRUs in the avionics compartments. Many
LRUs of radio communication and navigation systems, including VHF/HF transceivers,

ATC transponders, weather radar, ILS receivers, VOR and ADF receivers, are currently
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manufactured only with ARINC 429 interfaces, while there are no LRUs of radio
communication and navigation systems designed for interaction with the CAN bus [6].
Besides, many electronic engine control units also have ARINC 429 interfaces. The latter is
because the ARINC 429 bus has a clear data structure suitable for aircraft systems.
Therefore, electronic LRUs are connected to ADCN via CPIOMSs or a common remote data
concentrator (CRDC). The CRDC:s collect, convert and exchange data between ADCN and
LRUs that do not have AFDX interfaces and installed outside the avionics compartment.
Therefore, the IMA architecture is more widespread than the FA architecture due to a

reduction in weight, size, power consumption and operating costs.

4.2. A technique for calculation of the probabilistic and time-related
maintenance effectiveness indicators of digital avionics LRUs/LRMs

A technique to calculate maintenance effectiveness indicators may be used for any
LRUs that meet the ARINC 700 (FA architecture) specifications, as well as for LRUs and
LRMs that meet the specifications of ARINC 651/653 (IMA architecture). The technique
uses the analytical expressions derived in Chapter 2 for the case of exponential distribution
of operating time to permanent and intermittent failure. Two versions of the technique for
calculating maintenance effectiveness indicators are considered, differing in the duration of
the operating time T. The first version corresponds to the finite operating time interval, i. e.
T < oo. In this case, the interval T may correspond to the warranty maintenance period or,
for example, the duration of the outsourcing contract with the repair station. In the second
case, T = oo, which usually corresponds to the duration of post-warranty maintenance or
the operating time intervals much longer than the MTBUR of LRUS/LRMs.

4.2.1. A technique for calculation of the probabilistic and time-related
maintenance effectiveness indicators over a finite time interval.

1. The following initial data should be known: the time interval T; the rate of
permanent (A) and intermittent () failure of LRU/LRM; the average flight time (t); the
average duration of maintenance operations at the O-level (t{~'¢v¢!); the average time of
waiting for a spare LRU/LRM from the airline warehouse in the situation “aircraft on

ground” (tspqare); the average scheduled stop time of the aircraft at the base airport (£s¢p);
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the average time of shipping the failed LRU/LRM to the repair and back (£spipping); the

average time of the LRU/LRM repair due to intermittent (¢;-z) and permanent failure (tpgg).
2. Calculation of the LRU/LRM availability over a finite time interval:
2.1. Determination of the mean time spent by the LRU/LRM in the operable state by
formula (2.16):

1 —(2+0)T

e s

2.2. Determination of the mean time spent by the LRU/LRM in the inoperable state
by formula (2.17):

1_ e—h 1_ e—()ﬁG)T
E[Tszjz(r— : ]L—e‘(“e’f}
2.3. Determination of the mean time spent by the LRU/LRM in the O-level

maintenance by formula (2.7):
E ':'I'S3 :I — t’a—level )

2.4. Determination of the mean time spent by the LRU/LRM in the state of waiting
for a spare LRU/LRM from the airline warehouse by formula (2.8):
E[TS, = (tyme 13 —t,o, ).

spare

2.5. Determination of the mean time spent by the LRU/LRM in the state of shipping
to repair or from repair by formula (2.9):
E I:TSS :| = tshipping *

2.6. Determination of the mean time spent by the LRU/LRM in the state of repairing

due to an intermittent failure by formula (2.18):

et _@ T @ (0t _g-(0)T

E [Tsej =1 {(1_ e ){ l—e™ 1_gGor } + (l_ e’ )e_xT } .

2.7. Determination of the mean time spent by the LRU/LRM in the state of repairing

due to a permanent failure by formula (2.19):

L e

1— g (+0r

2.8. Determination of the mean time between repairing the LRU/LRM using (2.1):
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E[To]:iE[TSi]'

2.9. Determination of the LRU/LRM availability over a finite time interval T by
formula (2.20):
A=E[TS,|/E[T,]

3. Determination of the MTBUR over a finite time interval using formula (2.23):

—-(x+0)T

el e ) e e

1_ e—h 1_ e—(k+9)T
]

4. Calculation of the operational reliability function (ORF) on a finite time interval:

E[TBUR,|=

4.1. Determination of the probability of repairing the LRU/LRM with an intermittent
failure attime jt (j = 1, N; N = T/r — 1) by formula (2.43):

|:)I ( P (VT) e v-1)0t (j v)m_e—m}.

e)»(T —VT)

4.2. Determination of the probability of repairing the LRU/LRM with a permanent
failure at time jt by formula (2.44):

Pvr

—(j—v-Dor (=) -
et (e —eT].

4.3. Determination of the total probability of LRU/LRM repairing at time jt by
formula (2.33):
P.(J7)=P: (J7)+ P (j7).
4.4, Determination of the ORF of LRU over the operating time interval (kt,t), kTt <
t < (k + 1)t by formula (2.42):

th Meﬂk J)er gHt-in _ ]

1 e AT -]jo)
4.2.2. A technique for calculation of the probabilistic and time-related
maintenance effectiveness indicators over an infinite time interval.
1. In the occasion of an infinite operating time interval (T = o), the initial data is
the same as for the case of a finite time horizon, i. e. we assume that parameters A, 9, t,

O—level
tM ) tsparev tstopv tIFR’ tPFR’ and tshipping are known.
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2. Calculation of the LRU/LRM availability on an infinite time interval:
- Determination of the mean time spent by the LRU/LRM in the operable state by
formula (2.48):

1 w1
i e =

- Determination of the mean time spent by the LRU/LRM in the inoperable state by
formula (2.49):

1 l-e™
E [Tszj = 1—g (o [T_ N j

- Determination of the mean time spent by the LRU/LRM in the states S5, S, and Sg
by formulas (2.7) - (2.9):

E[TS, =3, E[TS, ]=(tp +1™ —t.,, ), E[TS,]=t

spare shipping *

- Determination of the mean time spent by the LRU/LRM in the state of repairing
due to an intermittent failure by formula (2.50):

e e—?ﬂ: ef(me)r
E [TS6:| =l (1_ e )L__ g - 1—g o :| :

- Determination of the mean time spent by the LRU/LRM in the state of repairing

due to an intermittent failure by formula (2.51):
1-e™
E [TS7:| - tPFR [m} .
- Determination of the mean time between repairing the LRU/LRM using (2.1):
E[T,]=XE[TS].

- Determination of the LRU/LRM availability over an infinite time interval T by
formula (2.20):
A=E[TS, |/E[T,].

3. Determination of the MTBUR over an infinite time interval using formula (2.53):

T (1 T e 1 1 l-e™
E[TBUR)= g+ (1) g | gt g (“ ) j

4. Calculation of the ORF on an infinite time interval:
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- Determination of the probability of repairing the LRU/LRM with an intermittent
failure at time jt (j = 1, 2, ...) by formula (2.58):

RF(jr):(l—e-ef)vjE(:l)PR (vo)exp{~[(J—v=1)0+(j-v)r]t}.

- Determination of the probability of repairing the LRU/LRM with a permanent
failure at time jt (j = 1, 2, ...) by formula (2.59):

PF,F(jr)zl—vjz;(:l)PR (vr)exp{—[(j—V—1)9+(j—v)k]r}.
- Determination of the total probability of LRU/LRM repairing at time jt by formula
(2.33):
P.(J7)=Pe (J7)+ P (j7).
- Determination of the ORF of LRU over the operating time interval (kt,t), kt <
t < (k + 1)t by formula (2.57):

R(kz,t)=

Kk
j=

OPR(jr)exp{—[(k— J)OT+A(t- jr)]}

4.3. A technique for calculation of the probabilistic and time-related
maintenance effectiveness indicators of redundant digital avionics systems

1. The initial data for the calculation include the mean time spent by the LRU/LRM
in the operable state (E[TS,]), inoperable state (E[TS,]), in the state of waiting for a spare
LRU/LRM from the airline warehouse (E[TS,]), the steady-state value of LRU operational
reliability function (R(t)*), as well as the type of redundancy and the total number of
LRUS/LRMs in the system (m).

2. Calculation for the case of a parallel redundancy structure:

- Determination of the availability and unavailability using formulas (2.66) and
(2.68):

A=1-{1-E(TS,)/[E(TS,)+E(TS,)+E(TS,)]}",

A={1-E(TS))/[E(TS,)+E(TS,)+E(TS,)]}".

- Determination of the steady-state values of the ORF and the probability of system
failure in flight using formulas (2.67) and (2.69):
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R (1)=1-[1-R(7)]",

Q.(r)=[1-R'(7)]".
3. Calculation for the case of a “k-out-of-m” redundancy structure:
- Determination of the availability and unavailability using formula (2.70), as well
as the complementary formula:

A= %(Imj{ E(TS,)+ IE(('-II'-§:3+ E (TS4)] {1_ E(TS,)+ IE(('ITSS:;+ E (TSJTI ’

ﬂ:1_§(imj{ E(TS,)+ IE(('§3+ E(TSLl)}i {1_ E(TS,)+ :(('—I'I-SSJ;+ E (TSA)TI '

- Determination of the steady-state values of the ORF and the probability of system
failure in flight using formula (2.71), as well as the complementary formula:

R(0)=5{ R

ik \ 1

Q;(T):l‘i(im )[R*(r)]‘ [1-R(0)]"".

4. Calculation for the case of a parallel-series redundancy structure:
- Determination of the availability and unavailability using formula (2.72), as well
as the complementary formula:

| E(TS, "
Azl_{l_g E(TS, )+ E((Tszyi;+ E(TS,, )} |

[ E(TS, "
A:{l_g E(TS,)+ E((TSZJ;+ E(TSM)} |

- Determination of the steady-state values of the ORF and the probability of system

failure in flight using formula (2.73), as well as the complementary formula:

R, (0)=1-I-TIR (5)]

i=1
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4.4. A technique for minimizing the costs of warranty maintenance of redundant
digital avionics systems

This technique uses the mathematical model of LRU/LRM operation over a finite
time interval and the warranty maintenance model of redundant avionics systems considered
in subsections 2.2 and 2.5, respectively.

1. The following initial data should be known: the warranty period expressed in
flight hours (Tw); the number of aircraft with a supplier’s warranty (Ny); the total number
of LRUs/LRMs in the avionics system (m); the maintenance labour cost per hour (LC); the
rate of permanent (1) and intermittent (0) failures of LRU/LRM; the average flight time (7);
the average duration of maintenance operations at the O-level (t9~'¢V¢); the cost of a spare
LRU/LRM (Cyryp); the guaranteed LRU/LRM repair time (Trs); the guaranteed expedited
delivery time of a spare LRU/LRM (Tgp); the average time of rechecking the dismantled
LRU by ground test equipment at the 1-level maintenance (t13¢7¢!); the number of types of
LRUs that can be rechecked by the test equipment at the I-level (Fiz'¢7¢!); the cost of the
ground test equipment at the 1-level maintenance (C1ztevel).

2. Determination of the steady-state values of the probabilities of repairing the

LRU/LRM with an intermittent and permanent failures using formulas (2.45) and (2.46):
Pr(t)=(1-e")(e™ —e™ )/[(l—e-”)(l—e-"T )}
P (t)=1-(e"—e"")/(1-e").
3. Determination of the steady-state value of the total probability of LRU/LRM
repairing using formulas (2.33), (2.45) and (2.46):

P (T) =P (T)+ P (’l:) = (l—e“”>(e‘M —e )/|:(1_e—ﬂ )(1—6_(” ):|+

1-(e™—e’")/(1-e ™).
4. Determination of the average number of unscheduled removals of LRUs/LRMs
due to permanent and intermittent failures over the time interval (0, Tw) by formula (2.64):
Ne (T ) =To P (1)/7.
5. Determination of the LRU/LRM unscheduled removal rate Aii+1 by formula

(A.2.1):
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_|ot/P;(x),if i=1,PS+1,
" (q+PS+1-i)¢/P; (x), if i=PS+2,PS+q.
6. Determination of the mean LRU/LRM repair time by formula (A.2.3):

E[T.]= T, for the first WMO,
e TP, +t.-°, for the second WMO.

7. Determination of the LRU/LRM repair rate pi+1, i by formula (A.2.2):

- g =i/E[T,], if i=1,PS,
" ling, =1/T.,, if i=PS+1,PS +q.

8. Determination of the mean time spent by the LRU/LRM in the state of repairing

due to a permanent failure by formula (2.19):

1_ ef(me)r

E[TS, ] =t {(1- e”){ﬂ} re oy,

9. Determination of the a posteriori probability that dismantled LRU/LRM has a

permanent failure by formula (A.2.6):
P =E I:TS7 :'/tPFR .

10. Determination of the failure flow parameter of a set mN;, of the same type
LRUSs/LRMs by formula (A.2.11):

A:mNWP;('c)

T
11. Determination of the average time of waiting for a spare LRU/LRM from the

airline warehouse in the situation “aircraft on ground” by formula (A.2.9):

(PS,US)=A"YiP......

tspare

12. Determination of the optimal number of spare LRUS/LRMSs by the criterion
(2.77):
E[TS,|=[t

(PS,US)+ty™™ —t,,, | >0.

spare stop

13. Determination of the WTEC; using formula (2.74):
WTEC, =mx LC xty™ N, (T, )+ (PS+US)xC, ., /N, .
14. Determination of the WTEC, using formula (2.76):
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1 —level

WTEC, =mxLC(ty "™+t )N (T, ) + — L= +(PS +US)C,, /N,

N, x F ™

15. Choice of the optimal WMO by criterion (2.78):

WTEC,,, =min(WTEC,,1=12).

Let us consider an example of minimizing the costs of warranty maintenance of the
A380 airborne inertial reference system (ADIRS). In 2012, the airline Emirates (UAE)
received eight aircraft A380 [8]. Each aircraft has three air data inertial reference units
(ADIRU) of HG2030BE (Honeywell) type that form the redundant ADIRS system. The
appearance and main characteristics of the HG2030BE ADIRUs are shown in Fig. 4.3.
Figure 4.3 shows the appearance and main characteristics of the HG2030BE unit.

As shown in Fig. 4.4-4.6, the ADIRS provides air data (the airspeed, angle of attack
and altitude) and inertial control information (the position and altitude) to the pilot’s
displays, as well as to other aircraft systems such as engines, autopilot, flight control system
and chassis. The ADIRS comprises three fault-tolerant ADIRUs located in the electronic
rack of the aircraft. The third ADIRU is a standby unit that may be selected to provide data

to the first or second pilot’s displays in the case of a partial or total failure of ADIRUS Ne 1
or Ne 2.

Characteristics

Part Number HG2030BE

Size 4 MCU

Waight (typical) 15.5 Ibs (7 Kg)
Power input 115 VAC or 28 VDC

Power Dissipation (Typical) 30 WATTS
Cooling Passive

Interfaces AFDX and ARINC 429
Environmental DO-180D +

Software DO-178B Lovel A

Gyros Digital Ring Laser Gyro
Fleet wide reliability experience >400,000 MTBF

l

Heet wide reliability experience >5,000,000 MTBF
Reliability 40,000 MTBF / 23,500 MTBUR

Processor 50X increase in processor MIPS

Outputs Air Data, Inertial, and Hybrid GPS

Fig. 4.3. Appearance and main characteristics of HG2030BE ADIRU [8]

[ER
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4

Fig. 4.4. Information provided by the ADIRS to on-board computers [9]

v. % /’// 5 ) ¢ ‘4

Fig. 4.5. ADIRUs Ne 1 and Ne 2 independently display information on the first or second
pilot’s displays [9]

Fig. 4.6. ADIRU Ne 3 is a standby unit [9]
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As can be seen in Fig. 4.5 and 4.6, the ADIRS does not have crossover redundancy
between ADIRU Ne 1 and ADIRU Ne 2, since ADIRU Ne 3 is the only alternative source of
air and inertial data. Failure of air data stream from ADIRU Ne 1 or ADIRU Ne 2 will result
in a loss of airspeed and altitude information on the corresponding display In any case, the
information can only be restored by selecting ADIRU Ne 3.

From the description of the principle of ADIRU Ne 1, ADIRU Ne 2 and ADIRU Ne 3
connection to the on-board computers and the 1% and 2" pilot’s displays, it follows that the

following formula calculates the steady-state ORF of the ADIRS:
PA*DIRS (T) :|:P/:DIRU (1:)]3 +3[ PA*DIRU (T)]z[l_ P/:DlRu (T)}"_ PA*DIRU (T)[l_ P/:DlRu (T)]z ) (41)
where P, ry (T) IS the steady-state value of the ADIRU operational reliability function.

Similarly, the ADIRS availability is determined from
_{ E[TS,] } +3{ E[TS,]

I
E[TS,]+E[TS, ]+ E[TS,]

PO E[TS, ]+ E[TS, |+ E[TS, ]
(4.2)
L E[TS,] E[TS,] L E[TS,] ’
TE[TS,+E[TS, |+ E[TS,] | E[TS,J+E[TS,]+E[TS,]| " E[TS,]+E[TS,|<E[TS,] |

As in subsection 2.5.4, we will consider two alternative WMOs for ADIRUs.

The main characteristics of HG2030BE ADIRU (Figure 4.3) show that MTBF =
40,000 h and E[TBUR] = 23,500 h. According to the data given in [11], the approximate
price of ADIRU is $ 50,000. According to [12], the average flight time (1) of the A380 is
8 h, and the average flying hours per year for a single A380 is approximately 5,000 h. Data
on testing and setting up ADIRU in the laboratory are given in [13]. The rest of the initial

data is taken from various instructions and technical descriptions and is given in Table. 4.1.

Table 4.1. Initial data for warranty maintenance optimization

Parameter name Symbol Parameter
(unit) value
1 2 3
Warranty period expressed in flight hours (h) Tw 5,000

The average duration of maintenance operations at the O-
level for A380 (h)

tﬁ—level 1
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1 2 3
The average scheduled stop time of A380 at the base
. t :

airport (h) stop 15
Maintenance labour cost per hour ($/h) LC 15
Cost of a spare ADIRU (3$) CLru 50,000
Guaranteed ADIRU repair time by the manufacturer

Trs 15
(days)
Guaranteed expedited delivery time of a spare ADIRU

T 1
(days) -
ADIRU permanent failure rate (h?) 2 25 x 105
ADIRU intermittent failure rate (ht) 0 1.76 x 10
The average time of rechecking the ADIRU using test I level 5

(-

equipment located at the I-level maintenance (h) e
Number of LRUs types that can be rechecked by the test
equipment located at I-level maintenance (pcs) Figteve! 1
Cost of the test equipment located at I-level maintenance
) cllevel 20,000

Table. 4.2 presents the results of the calculations.

Table 4.2. The results of calculations for the 15t and 2" warranty maintenance

options
Warranty Optimal number Number of WTEC; ADIRS
maintenance | of planned spare | unplanned spare |  ($) unavailability
option ADIRUs (PS;)) | ADIRUs (US)) (4)
i=1 3 0 18,830 2 x10®
=2 2 0 13,600 2x108
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As can be seen in Table 4.2, the average maintenance costs per aircraft for the 2"
WMO are 28 % less than for the 1% option. Therefore, the 2" WMO is preferable.

4.5. A technique for minimizing the costs of post-warranty maintenance of
redundant digital avionics systems

This technique uses the mathematical model of LRU/LRM operation over an infinite
time interval and the post-warranty maintenance model of redundant avionics systems
considered in subsections 2.3 and 2.6.

1. The initial data includes the same parameters as given in item 1 of Subsection 4.4,
except Tw and Nw, as well as the following additional parameters: the post-warranty
maintenance period (Tpw); the number of aircraft that do not have the supplier’s warranty
(Npw); the average cost of shipping the LRU / LRM for repairing and back to the airline
(Crr); the average repair cost of LRU/LRM with intermittent failure (C;z); the average
repair cost of LRU/LRM with permanent failure (Cpr); the average repair cost of the SRU
with permanent failure at the manufacturer (Cpr r); the average cost of shipping the SRU to
the manufacturer and back to the airline (Crg sry); the cost of ATE used at the I-level
maintenance (Ci7iev¢); the number of LRU/LRM types that can be checked using ATE at
the I-level maintenance (F;7£°7¢"); the cost of the j-th SRU (j = 1,n) (C;); the number of
spare SRUs of the j-th type (SRU;); the number of different SRUs in the LRU/LRM (n); the
required probability that all LRUs/LRMs will be provided by SRUs of the j-th type (P (H}));
the permanent failure rate for the j-th type SRU (2;); the intermittent failure rate for the j-th
type SRU (6;); the average repair time of the j-th type SRU at the manufacturer (tgg ;); the
average cost of SRU repair with intermittent failure at the manufacturer (C;r z); the average
time to detect place of the intermittent failure in the dismantled LRU/LRM with depth to
SRU using IFD (t/r%7¢"); the IFD cost (Czp); the number of LRU/LRM types tested with
IFD to detect intermittent failures (F/t¢Ve!); the average time to detect a permanent failure
in the LRU/LRM with a depth to SRU and to replace the failed SRU at the I-level
maintenance (t5757¢'); the average time to detect an intermittent failure in the LRU/LRM

with a depth to SRU and to replace the failed SRU at the I-level maintenance (t{;ﬁf”el); the
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average time to detect the place of a permanent failure in the SRU with a depth to one or
more non-repairable electronic components and replace them at D-level maintenance
(tPrkvel); the average time to detect the place of an intermittent failure in the SRU with a
depth to one or more non-repairable electronic components and replace them at D-level
maintenance (tﬁ;ge"el); the average cost of replaceable non-repairable electronic
components used when repairing the SRU with a permanent failure at D-level maintenance

(Chr Level). the average cost of replaceable non-repairable electronic components used when

repairing the SRU with an intermittent failure at D-level maintenance (C £#¢7¢'); the cost

of diagnostics and repair equipment used at D-level maintenance (C5z+¢7¢"); the number of

SRU types repaired at D-level maintenance (Z5z:¢V¢!); the cost of a spare electronic

component of the g-th type in the I-th SRU (C, 4, I = 1,n,q = 1, SRU;); the number of spare
non-repairable electronic components of the g-th type in the I-th SRU (X ;).
2. Determination of the steady-state value of the total probability of LRU/LRM

repair using formula (2.61):

P (7)=limP; (jz)=1-e"".

3. Determination of the LRU/LRM unscheduled removal rate Aij.1 by formula
(A.2.1):

_[at/P;(x), ifi =L, PS+],
it T (q—i-PS‘i‘l—i)T/PR*(T)’ if i=PS+2,PS+q.

4. Determination of the average LRU/LRM repair time by formula (A.2.3):

E[T.]= T, for the first PIWMO,
e T Poe +t12%, for the second PWMO.

5. Determination of the LRU/LRM repair rate pi+1,i by formula (A.2.2):
{iuRS =i/E[T,],if i=1,PS,
Rigi =

in, =i/T.,,if i=PS+1,PS+q.
6. Calculation the MTBUR by formula (2.53):

: (17 1 1 —e™
E[TBUR]:l—eef{(l_el)ii_l—e‘*)_wql—ewmﬁl—e‘“‘”f(“ A j
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7. Determination of the mean time spent by the LRU/LRM in the state of repairing

due to a permanent failure by formula (2.51):
1-e™
E [TSJ =Torp {W} '

8. Determination of the a posteriori probability that dismantled LRU/LRM has a
permanent failure by formula (A.2.6):
P =E[TS, ] /tos -
9. Determination of the failure flow parameter of a set mN,, of the same type
LRUS/LRMs by formula (A.2.11):

A MNP (7)

T
10. Determination of the average time of waiting for a spare LRU/LRM from the

airline warehouse in the situation “aircraft on ground” by formula (A.2.9):

(PS US) _1Z| PS+i+l *

spare

11. Determination of the optimal number of spare LRUs/LRMs by the criterion
(2.77):

E[TS, | = tyu (PS,US)+t3" 1, | 0.

spare stop

12. Determination of the average total number of removals due to permanent and

intermittent failures over time Tpw by formula (2.64):
Ne (Tow ) =Tew Pr (7)/7.
13. Determination of the PWTEC; using formula (2.79):
PWTEC, =m[ LCty ™ +C,, +C,. P +CprPor. [N, (Tryy ) +Crey (PS +US)/N,,, .
14. Determination of the PWTEC,; using formula (2.80):
PWTEC, =m[(Cys+Cpe )Py + LC (15 + 1.5 ) [N, (T ) +
Cic" /(N xF®)+Cpy (PS+US)/N,, .
15. Determination of the PWTEC; using formula (2.81):
PWTEC, =m| LC(t§™* +tie )+ (Cpr.p + LCxt5" ) Pag +Cr gy | Ng (T )+
Che /(N x F i) +[Cppyy (PS +US)+J_21CJ.SRU ,. } /N "
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16. Determination of the optimal number of spare SRUs of the j-th type for the 3™
PWMO by formula (2.82):

(Hj}“thS,j )(SRUJ.+1)

1=P(H,)> " sru 73)

exp(—H Aty ;).

17. Determination of the PWTEC, using formula (2.83):
PWTEC, =m[ LC(t7 ™ + £, )+ (Cpr  + LCxt35" ) P +(Ce o + LC Xt 5™ )P +Crp gy INg (o )+

Ot J(Nay < Ft 1+ Con(Noy P +[Cony (PS +US) +3.C,8RU, | N,
=1

18. Determination of the optimal number of spare SRUs of the j-th type for the 4"
PWMO by formula (2.84):

[H,(, +ejths,,-](SRU"+l)

1-P(H,)> (SRU, +1)!

exp[—HJ. A +9jth51j]

19. Determination of the PWTECs using formula (2.96):

PWTEC, = m{ LC(to™ +tue=)+ [ LC (t RRT Ll B ol ] P+

PF.D PF,D PF.R

(et st ez i1, )+ 01 [N 1

CI'F‘;“'/( N,, xF." )+C§F;T'eve'/Z§F;T'eve' +[Ciru (PS +US)+J§1C]SRU] +|les:i C.,qxhq}/pr :

20. Determination of the optimal number of spare SRUs of the j-th type for the 5
PWMO by formula (2.88):
(SRU : +1)
[H, (3 +0,)(t5 5" +t2 5P )|
(SRU, +1)!

1-P(H,)> exp| —H, (A, +0, |(t% 5" P +t2 5P ) |-

Let us consider an example of minimizing the cost of post-warranty maintenance for
the ADIRS of the aircraft Airbus A380. By September 2017, the Emirates (UAE) airline
received 97 A380 aircraft for operation [14]. Let us determine the average costs per one
ADIRS of the A380 for various PWMOs by the developed technique. According to [14, 15],
each ADIRU includes the following SRUs: an air data computer (ADC); a multi-mode

receiver (MMR); 3 digital ring laser gyros; 3 quartz accelerometers; and a power supply
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module. According to [17], the cost of three Honeywell (USA) ring laser gyroscopes is about

$ 15,000.

Tables 4.1 and 4.3 present the data required to calculate the average costs per aircraft

for different PWMOs.

Table 4.3. Initial data for post-warranty maintenance optimization

Parameter name Symbol Parameter
(unit) value
1 2 3
Post-warranty maintenance period, expressed in flight Tew 50,000
hours (h)
Number of the Airbus A380 aircraft without warranty \ o7
of the supplier (pcs) i
The average cost of LRU shipping to repair and back
Crr 300
($)
The average cost of repairing the LRU with an
. : : Cir 5,000
intermittent failure ($)
The average cost of repairing the LRU with a
permanent failure ($) Cr 10,000
The average cost of repairing the SRU with a
. Crr R 1,000
permanent failure at the manufacturer ($)
The average cost of repairing the SRU with an
. : . Cir R 1,500
intermittent failure at the manufacturer ($)
The average cost of shipping the SRU to the
CTR,SRU 100
manufacturer and back ($)
Cost of ATE used at the I-level maintenance
®) Clrlevel 2,000,000
Number of LRU types that can be tested by ATE at
the I-level maintenance (pcs) Firg! 120
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1 2 3
Number of different SRUs in the LRU under
consideration (pcs) l 9
Cost of the j-th SRU ($) C; 5,000
The required probability that all LRUs will be
provided with SRUs of the j-th type P(H;) 0.99
Average repair time of the j-th type SRU at the
manufacturer (days/h) tRs,j 15195
Average time to detect the location of an intermittent
failure in the dismantled LRU with depth to SRU and ¢1=Level 1

IF,D

replace the faulty SRU at I-level maintenance (h)
Cost of IFD ($) Cirp 100,000
Number of LRU types tested by IFD (pcs) FlzLevel 120
Average time to detect the location of a permanent thrasve! 0.25
failure in the dismantled LRU with depth to SRU and
replace the failed SRU at I-level maintenance (h)
Average time to detect a permanent failure in the SRU tPr Vet 2
with depth to one or more non-repairable electronic
components and replace them at D-level maintenance
(h)
Average time to detect an intermittent failure in the th hevet 3

SRU with depth to one or more non-repairable
electronic components and replace them at D-level

maintenance (h)
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1 2 3

The average cost of replaced non-repairable Chrgee! 200

components when repairing the SRU with a

permanent failure at D-level maintenance ($)

The average cost of replaced non-repairable Chaeve 200

components when repairing the SRU with an

intermittent failure at D-level maintenance ($)

Cost of diagnostics and repair equipment used at Cptkevel 200,000

D-level maintenance ($)

Number of SRU types repaired at D-level Zbokevel 500

maintenance ($)

Cost of spare electronic components in all SRUs of

> SRU,L 40,000
the LRU under consideration ($) z zq=1 CrqX1q
=1

Table 4.4 presents the results of calculations.

Table 4.4. Calculation results for five different post-warranty maintenance options

PWMO type E[TBUR] | Optimal number | PWTEC; ADIRS
(i) (h) of spare $) unavailability
ADIRUs (PS) (A)
=1 23,500 4 110,600 2x108
i=2 23,500 3 86,150 2 %108
=3 23,500 1 11,820 2x108
i=4 30,800 1 13,300 2 x10®
i=5 30,800 1 10,070 2 x10%

Since the 4" and 5" PWMO reckon for the use of the IFD, the rate of intermittent
failures in repaired LRUs should significantly reduce. For example, as described in [18],
after repairing the AN/APG-68 on-board radars of F-16 using IFD, MTBUR increased by
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more than three-fold. Therefore, in calculations we assumed that the intermittent failure rate
is less by a factor of 3, i. e. 6 = 0.6x10° h*?, for the 4" and 5" PWMO.

Number of spare SRU; (j = 1,9) was calculated for P(H;) =0.99. Using
inequalities (2.93) and (2.95), we obtain that for the 3" and 4™ post-warranty maintenance
options SRU; = 2 (j = 1,9), and for the 5" maintenance option SRU; = 1 (j = 1,9).

Table 4.4 shows that the 5" PWMO, which uses IFD at I- and D-level of maintenance,
has the lowest value of ADIRS maintenance costs, and, therefore, is the best. Indeed,
PWTECs: is 11 times less than PWTEC,; and over 8.5 times less than PWTEC,. Note also that
the use of IFD at I-level maintenance only is inadvisable, since PWTEC, > PWTEC; by
12.5 %. The calculations show that the 5" PWMO requires the least number of spare parts,

namely one LRU and one SRU of each type.

4.6. A technique of determining the optimal replacement thresholds for a known
inspection schedule of a deteriorating system

This technique uses the mathematical model of CBM for deteriorating equipment of
vehicles discussed in subsection 3.2.

4.6.1. Categories of instrumental measurements used in condition monitoring. A
sufficiently long period of degradation usually precedes failures of deteriorating vehicles’
equipment, so the condition monitoring is necessary to prevent or detect failures. Monitoring
of equipment condition is carried out by instrumental measurements of one or several
degradation parameters. According [19], the following categories of instrumental
measurements are distinguished for condition monitoring:

1. Temperature measurements (e. g., thermography) help detect potential failures
associated with temperature changes in equipment.

2. Dynamic monitoring (e. g., spectrum analysis, and impact pulse analysis) involves
measuring and analysing the energy radiated by mechanical equipment in the form of waves,
such as vibration, pulses and acoustic effects.

3. Oil analysis (e. g., ferrography, particle counter testing) is performed for various

types of oils, such as lubricants, hydraulic or insulating oils. This type of monitoring can
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indicate such problems as equipment degradation (e. g., due to wear), oil contamination,
incorrect type of oil (e. g., improper amounts of additives) and deterioration of oil quality.

4. Corrosion monitoring (e. g., coupon testing, corrosion testing) helps determine
the corrosion degree, corrosion rate and corrosion condition (e.g., active or passive
condition) of the material.

5. Non-destructive testing includes tests (e.g., x-ray, ultrasound) that are non-
invasive for the equipment under test.

6. Methods of electrical condition monitoring (e. g., high-potential testing or power
signature analysis) include measuring changes in such system properties as resistance,
conductivity, electrical strength, and potential.

7. Equipment performance monitoring is a condition monitoring method that
predicts problems by monitoring changes in such variables as pressure, flow rate, power
consumption, and equipment capacity.

4.6.2. General procedure for determining the optimal replacement thresholds.
The procedure assumes that a single system state parameter describes the system
degradation process. Determination of the optimal replacement thresholds is considered
using the example of a stochastic degradation process described by equation (3.46), in which
A, and A, are independent random variables with a Gaussian distribution.

1. The following initial data should be known: the mathematical expectation (m,)
and standard deviation (o,) of the initial value of the system state parameter; the
mathematical expectation (m,) and standard deviation (c,) of the degradation rate of the

system state parameter; the standard deviation of the measurement error (o,,); the system
functional failure threshold (FF); the condition monitoring periodicity (t); the average profit
per unit time of system operation (C,,.r;¢); the average cost of preventive replacement
(repair) of the system (C,,); the average cost of additional spare parts due to untimely
preventive replacement (repair) of the system (C,,); the average cost of corrective
replacement (repair) of the system (C,,); the average loss due to missed failure detection
when checking the system suitability (Cyr), the minimum allowable value of the a posteriori

probability of the system failure-free operation (P,).
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2. Determination of the PDF of the system’s operating time to failure by the

following formula [20]:

m, (o +62t?)+ o2t (FF —m, —mlt)exp _(FF—m,—mt)’
V2r (o} + 0121:2)3/2 2(cp+oit?) |

3. Determination of the conditional PDF the system’s operating time to failure

o(t)=

provided that A, = a, by formula (3.80):

mon’ +on(FF —a, —mn FF —a,-mn)’
(D(T”ao): — \}%031’]3 ! )eXp _( 20121»]2 - ) .
1

4. Determination of the conditional joint PDF of the errors in evaluating the

operating time to failure using formula (3.69):

w0(61,6k|n)=(0 jﬂj Fff(ao)w(n

k 1 [(a—FF)3, | da,
Hexp{—%{ N +PF -FF

o(n)

5. Determination of the probabilities of correct and incorrect decisions made when
checking the system suitability at time kt (k = 1, 2, ...) by formulas (3.35)—(3.40):

P[Fl(rkr;(kﬂ)r)}: [ o@)].] Vo (9.9, |9)dg,dg,d 9,

ao) FF -3, jkx

(k+1)t ki-9 -9
P[T, (v ke (k+Dr)|= (k]; o(9) ki[j(kj: e 1\,,0 (9,9, 9)dg,dg,d 9,
P[FS (Tkr,(k +1)1:)} _ <kf>r@(,9)k];,,, TS\VO (gl, d. |9)dgldgkd9,
- (k+1)t kt—9 © ©
P[n(r,kr;(kﬂ)r)}: I o(9) (kj) L\yo(gl,gkw)dgldgkd&,
P[T, (7 ke (k+D))]= Zrco(S)jS--iwo (9..9,|9)dg,dg,d 9,
- kt kt—9 © ©
P T (7 ke (k+1)) | = Jo@) [ | - J (9,,6./9)dg.dg.d9 .

6. Solving the problem of finding the optimal replacement threshold at time kt by

the criterion of maximum net income (3.41):
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PR = max {cpmm (t..—t)P[ Ty (7 ke (k+ D) |-C, P[T, (T ke (k +1ye) | -
(Cy+C, )P[rz (7. ke (k +1)r)}—ccrp[r6 (z.km (K +1)1-)}—
C, {P[I (ke (k +1ye) |+ P[ I (ke k +1)r)}}},
or by the minimum Bayes risk criterion (3.42):
PR = min {(Cpr +C, |P [rz (z.ka(k+ l)r)} +C, {P [r3 (z.ku(k +1)r)} +P [rs (z.ku(k +1)r)}}} ,

or by the criterion of minimum total error probability (3.43):
PF™ = rgFin{P[rz (z.km(k +1)r)}+ P[FB(TI«;(k +1)1:)}+ P[Fs (z.kz(k +1)1-)}} ,

or by the criterion of a given a posteriori probability of failure-free operation (3.44)
PE*=P{H>t_,|[H>t}=P,.

4.6.3. The procedure for determining the optimal replacement thresholds by the
minimum total error probability criterion for a non-random initial value of the system
state parameter.

1. The following initial data should be known: the initial value of the system state
parameter (a,); the mathematical expectation (m, ) and standard deviation (o) of the system
state parameter degradation rate; the standard deviation of the system state parameter

measurement error (o,,); the functional failure threshold of the system (FF); the periodicity

of condition monitoring ().
2. Determination of the PDF of the system’s operating time to failure by formula
(3.80):

w(n) — m1012‘12 +G12T|(FF _ao _mln) exp _(FF _ao —mm)z
27wy 20m° .

3. Determination of the conditional joint PDF of the errors in evaluating the

operating time to failure using formula (3.70):

1 kFF—aOkk 1 [(a,—FF)3, i
%(S“Skm)_[c\/ﬂj( " jﬂe"p{‘zc{ " +PF"FF”'

4. Determination of the probabilities of “false alarm”, “missed detection 1” and
“missed detection 2” at time kt (k =1, 2, ...) by formulas (3.75), (3.76) and (3.78):

173



P[T,(z.ks(k+D1)|= | o8 )ﬁ i Q(x)dx d9,
(k+1)t i=1 (3—FF)(ic-9) FF)(Ir 9., pE —FF
(kr)e (2 =FF)(=9) pr _pr ]
P[I (7 kuk+D1)|= | o(9) - Q(x)dx d8,
‘ _ WJrPFi—FF _
P, (rkuk+Dt)|=fo(d)|TT | ( )dxld.sl,

where

1 y-m,)’
Q(y)= exp —%L :

\2no, O,
5. Solving the problem of finding the optimal replacement threshold at time kt by

the minimum total error probability criterion (3.43):
PF™ — rgFin{P[rz (7K (k+1)t) |+ P[ T (T ke (k+ D) |+ P[ Ty (7 ke (k +1)1-)}} .

Let us consider an example of determining the optimal replacement thresholds for the
output voltage of a radar transmitter power supply V,,,: (t). Following [21], the periodical
inspection schedule of the output voltage supposes that t = 50 h. According to [21], the radar
transmitter is operable, if V,,,.(t) < 25 kV, thatis, FF =25 kV. The initial data is as follows:
ap = 19.645kV, m; = 0.01kV/h, o0; = 0.0043 kV/h, 0, = 0.1kV, and m, = 0.

We determine the optimal replacement thresholds PF,, for inspection times kt (k =
1,7). By the classification of instrumental measurements given in paragraph 3.6.1, this type
of measurement refers to the equipment performance monitoring.

Table 4.5 shows the optimal replacement thresholds for condition monitoring at times
kt (k =1,7).

Table 4.5. Optimal replacement thresholds

PF;

PF,

PF,

PF,

PFy

PFg

PF,

21.90 kV

23.22 kV

23.67 kV

23.90 kV

24.11 kV

24.22 kV

24.33 kV

Figure 4.7 shows the dependence of the total error probability on the threshold PF,.
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_Total error probability

03
0.24
0.18 ™\ 7
N 74
0.12 A //
0.06 //
0 )
73 2333 2367 24 2433 2467 23
PFy

Fig. 4.7. Dependence of the total error probability dependence on the threshold PF, for k =
4 and PF, = 21.90kV, PF, = 23.22kV and PF; = 23.67 kV

As can be seen in Fig. 4.7, the use of the optimal replacement threshold PF, reduces

the total error probability by a factor of 10 compared with the case when PF, = FF = 25 KkV.

4.7. A technique for determining the optimal replacement threshold and
periodicity of suitability checking when monitoring the system condition

As in subsection 4.6.2, we assume that one state parameter describes the process of
degradation of the system. Let us consider the determination of the optimal replacement
threshold and optimal periodicity of suitability checking using a stochastic degradation
model (3.46), in which the random variable A, has a Gaussian distribution and 4, = a,.

1. The following initial data should be known: the initial value of the system state
parameter (a,); the mathematical expectation (m,) and standard deviation (o) of the system
state parameter degradation rate; the standard deviation of the system state parameter
measurement error (o,,); the functional failure threshold of the system (FF); the scheduled
CBM interval (T); the average duration of the system suitability checking (ts.), preventive
maintenance (tpz) and corrective maintenance (t.g).

2. Determination of the PDF of the system’s operating time to failure by formula
(3.80):

mon? +on(FF —a, —mpn FF —a,—mn)’
(D(T])I — \}%GST]S : )€Xp _( Zanz - ) :
1
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3. Determination of the conditional joint PDF of the errors in evaluating the

operating time to failure using formula (3.70):

wo(ﬁln)=(cyj%J[FFn ao)l‘[exp{ 26{(30 EF) +PF - FFﬂ

4. Determination of the conditional probabilities of correct and incorrect decisions

made when checking the system suitability by formulas (3.88)—(3.93):

P(men)="T | . -Jwi(@.9)8dg, . P(kefn)= ] T ] wo(,8[n)dodo,,

© (n-1)t-n o (k-1)t-mn 7t

0

Pos(Ken)= [ -] wo(9.8.n)do.dg, . P.(ntn)= [ ..] vs(0.G,

kt-n 17 nt-n 7

n)dg,dg, ,

jtn 0o

Paa(JT)="1 [ -] w90, n)0.209,  Pros(Jein)= ] -] wo(9.;In)do.dg;

o (j-Dtm 1

5. Determination of the mean time spent by the system in various states by formulas
(3.104)-3.108):

E[TS, = i[(kf) lanFA(nr|x)+krPTNvl(kr|x)+xPMD1(kr|x)}¢o(x)dx+

k=0 kr n=l

T[ikrpm kt|x) + TP, (M[x) oo x)dlx,

k=1

E[TS, |= n:z_—;(k:f)[él( JT=X)Py, (JT[X)+(T —X) PMD‘Z(MT|X)}CO(X)dX+

(T =X)Pyo. (Mz|X) (X)X,

F—

E[Ts,1=t.%| [ S0P, (e[ x)-+ kP, (ke[ + z iP, (jTlX)+ MP, , (Malx) o (x)dx +
AR | (1) M, (M) o

tsctj[nkf‘ikPFA(kr|x)+MRp((M ~yjx)]oo(x)dx,

7\—
N

P, (ne]x) + PTNl(kr|x)} (X )dx+tPRf[i

TLk=1

P (ke|x)+ PTP(Mr|x)}>(x)dx,

E[TS, |=t ZI Lium,z(jrlx)+PMD,Z(Mr|x)}co(x)dx.

6. Calculation of the system availability by formula (2.20):
A=E[TS,|/E[TS,].
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7. Solving the problem (3.131) to find the optimal inspection periodicity and

replacement threshold:

A= (z,,,, PF* ) = max | A(r, PF)}.

opt?

Let us consider an example of determining the optimal replacement threshold and
periodicity of suitability checking for the output voltage of a radar transmitter power supply
[21] with the following initial data: FF = 25kV; T = 1,000 h; tcg = 10 h; tg. = tpgr =
3h; ap =19.645kV; my = 0.01kV/h; 0, = 0.0043 kV/h; 5,, = 0.1 kV; and m,, = 0.

Figure 4.8 shows the availability dependence on the number of inspections for two
maintenance types. Curve 1 corresponds to CBM, which requires 10 suitability checks with
a periodicity of 91 h over the 1,000 h interval to provide the availability value of 0.965, i. e.
Mopt = 10, Topt = 91 h, PFP* = 24 kV, and A™(z,,,PF*)=0.965. Curve 2 corresponds to

opt?
maintenance strategy based on operability checking, i.e. corrective maintenance. For the
corrective maintenance, the optimal solution has the following form: Moy = 17, Topt = 56 h

and A™(z,,,PF =FF)=0.89. Therefore, using the CBM increases availability and reduces

opt !

the number of inspections.

| Avvailability (A4}

0 »

&
L an

1 100

Number Gfilxlfﬁpecﬁani (M)
Fig. 4.8. Dependence of the system availability on the number of inspections over the
interval of 1,000 h for PF°Pt = 24 kV < FF (dependence 1) and for PF = FF = 25kV
(dependence 2)
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4.8. Checking the adequacy of mathematical models

To check the adequacy of the mathematical models developed in chapters 2 and 3, we
will simulate the corresponding maintenance processes using the Monte Carlo method [21]
and compare the simulation results with the theoretical calculations.

4.8.1. Simulation of the avionics LRU/LRM operation and maintenance. Let us
simulate the operation of the ADIRU HG2030BE [8] used in the Airbus A380 aircraft and
compare the simulated mean times E[TS; ], E[TS,], E[TSs], E[TS], and E[TBUR] with the
calculated results by formulas (2.48) - (2.51) and (2.53).

The simulation algorithm of avionics LRM/LRU operation and maintenance includes
the following steps:

Step 0. Set the initial data and the number of simulations NI.

Step 1. Seti = 0.

Step2.Seti = i+ 1.

Step 3. Generation of the i-th realization of the operating time to failure of the
LRU/LRM with fixating the time to permanent or intermittent failure.

Step 4. Statistical evaluation of E[TS,], E[TS,], E[TSs], E[TS¢], and E[TBUR].

Step 5. If i < NI, then go to step 2. Otherwise, go to step 6.

Step 6. The output of the simulation results.

The simulation program is written in the Visual FoxPro 9.0 object-oriented language.

The following initial data are indicated in the input interface of the program for the
simulation of ADIRU operation and maintenance:

National Aviation University, Department of Electronics, Ahmed Raza

Pseudo-random non-integer number generator: built-in FOX

Distribution law of time to failure: EXP

A variant of generator start-up: without displacement

(each time you run the test after logging in, the sequence of pseudo-random non-
integer numbers is repeated)

Without decoding by cycles (because > 1,000)

Simulation of LRM/LRU: ADIRU

Operation and maintenance for aircraft: A380
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Mean time between permanent failures (MTBPF) in flight hours: 40,000
Mean time between intermittent failures (MTBIF) in flight hours: 56,818
Average flight duration in hours: 8

Average repair time due to permanent failure in hours: 1

Average repair time due to intermittent failure in hours: 1

Table 4.6 presents the simulation results and Fig. 4.9 shows the relative deviation of
the simulated E[TBUR] from the theoretical value expressed in percentage.

As can be seen in Table 4.6 and Fig. 4.10, the statistical estimates of the mean times
[TS,], E[TS,], E[TSs], E[TS¢], and E[TBUR] quickly converge to the theoretical values of
these indicators, which proves the adequacy of the developed mathematical model to the

real process of ADIRU operation and maintenance.

Table 4.6. Simulation results of ADIRU operation and maintenance

Mean times
Number of cycles
E(TS1) E(TS2) E(TS5) E(TS6) E(TBUR)

1 2 3 4 5 6
10 19338,4700 3,1300 0,2000 0,8000 19341,6000
50 21505,6100 2,5500 0,3200 0,6800 21508,1600
100 233393200 2,2000 0,4200 0,5800 233415200
500 24486 7000 24700 0,3700 0,6300 24489 1700
1000 23721,8700 2,3000 0,4400 0,5700 23724 1700
5000 23345 6400 2,3900 0,4100 0,5900 23348,0200
10000 23324 7500 2,3300 0,4200 0,5800 23327,0800
50000 23444 8500 2,3600 0,4100 0,5900 234472100
100000 23443 2700 2,3400 0,4100 0,5900 23445 6100
500000 23532,8500 2,3500 0,4100 0,5900 23535,1900
1000000 234787100 2,3500 0,4100 0,5900 23481,0600
I::::::tical 23475,8000 2,3500 0,4100 0,5900 23478,1500
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, Simulated mean time between unscheduled removals, E[TBEUR]
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Fig. 4.9. A graphical presentation of simulation results for MTBUR

4.8.2. Simulation of condition-based maintenance of deteriorating vehicles’

equipment. Let us perform a simulation of CBM for the power supply voltage of a radar

transmitter and compare the simulated probabilities P[T; (¢, t; tx+1)], P[Te (t1, tx; tis1)]
with the calculated values of these probabilities by formulas (3.74) - (3.79).

The algorithm for simulating the probabilities of correct and incorrect decisions made
when checking the suitability of a system includes the following steps:

Step 0. Set the initial data and the number of simulations NI.

Step 1. Seti = 0.

Step 2. Seti = i+ 1.

Step 3. Generation of the i-th realization of a stochastic process of system
degradation.

Step 4. Statistical evaluation of the probabilities of correct and incorrect decisions

when checking the system suitability P[T; (ty, t; tis1) ], P[Te (t1, ti; trer1)]-
Step 5. If i < NI, then go to step 2. Otherwise, go to step 6.

Step 6. The output of the simulation results.

180



The program of simulation of probabilities of correct and incorrect decisions made

when checking the suitability of a system is written in the Visual FoxPro 9.0 object-oriented

language.

When simulating the CBM process of the radar transmitter power supply, the

following initial data were recorded in the input interface of the program:

National Aviation University, Department of Electronics, Ahmed Raza
Pseudo-random non-integer number generator: built-in FOX

A variant of generator start-up: without displacement

Simulation of: power supply of radar transmitter

Distribution law of degradation speed coefficient: NORMAL
Distribution law of measurement error: NORMAL

The initial value of degradation parameter: 19.645

Mathematical expectation of degradation speed: 0.01

The standard deviation of degradation speed: 0.0043
Mathematical expectation of measurement error: 0

The standard deviation of measurement error: 0.5

Functional failure threshold: 25

Replacement threshold: 22.2

Inspection time tk: 300

Inspection time tk+1: 500

Number of simulation cycles: 10, 50, 100, 500, 1000, 5000, 10000

Table 4.7 and Fig. 4.10 present the simulation results. As can be seen in Table. 4.7

and Fig. 4.10, statistical estimates of the probabilities P[I; (£, ty; tx+1)], P[Te (t1, ti; ties1)]

quickly converge to the theoretical values of these indicators, which proves the adequacy of

the developed CBM mathematical model.
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Table 4.7. The simulation results of the probabilities of correct and incorrect decisions made

when checking the suitability of the radar transmitter power supply

Statistical estimates of the probabilities
Number of simulation cycles
P(T'1) P(T'2) P(I'3) P(T4) P(T5) P(T6)
1 2 3 4 5 8 7
10 0.60000 0.00000 0.00000 0.30000 0.00000 0.10000
50 0.40000 0.20000 0.02000 0.32000 0.00000 0.06000
100 0.35000 0.16000 0.01000 0.46000 0.00000 0.02000
500 0.30000 0.20600 0.01000 0.44200 0.00000 0.04200
1000 0.37000 0.20400 0.00500 0.38300 0.00000 0.03800
5000 0.36860 0.19180 0.00680 0.40200 0.00000 0.03080
10000 0.36160 0.19610 0.00660 0.40130 0.00000 0.03440
Theoretical results: 0.3610 0.2000 0.0065 0.3980 0.0000 0.0340
0 Simulated probability P(T';)
6694
0.6
03
. 103
04
2.5% | DABug 20
0.361 — 4 A
3% I
02 -
1 10 100 1-10° 1-10*

Number of simulation cycles, NT

Fig. 4.10. A graphical presentation of simulation results of the probability P(T})

4.9. Conclusions

1. The analysis of modern avionics architectures shows that digital avionics uses the
principle of federated (Boeing 757, Boeing 767, A318-A321, A330, and A340) or integrated
modular architecture (Boeing 777 and 787, and A380).
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2. Based on a comparative analysis, it has been shown that the IMA replaces a
number of separate processors and LRUs used in the FA architecture, by a fewer number of
centralized processors and LRMs (CPIOMs and IOMs), reducing the total number of LRUs,
thus saving the weight and reducing maintenance costs in new commercial aircraft.

3. The analysis of the IMA of the Airbus A380 shows that the LRUs of radio
communication and navigation systems, including VHF/HF transceivers, ATC transponder,
weather radar, ILS, VOR and ADF receivers, have only the ARINC 429 interface.
Therefore, electronic LRUs use CPIOM or CRDC for connecting to the ADCN.

4. A380 avionics comprises 30 LRMs (8 IOMs and 22 CPIOM modules), 50 LRUs
with AFDX interface and about 30 LRUs with ARINC 429 interface. With a large number
of LRMs and LRUs, a reduction in the maintenance cost of A380 avionics is possible due
to the optimal combination of O, | and D maintenance levels and the use of modern
diagnostic tools for detecting permanent and intermittent failures.

5. The techniques for calculating the probabilistic and time-related indicators of the
avionics LRUs/LRMs maintenance effectiveness on a finite and infinite time interval have
been developed. The proposed procedures allow determining the availability, ORF, and
MTBUR, considering the rates of permanent and intermittent failures.

6. A technique for calculating the probabilistic indicators of maintenance
effectiveness of redundant digital avionics systems for such structures as parallel, a majority,
and parallel-series considering permanent and intermittent failures, has been developed.

7. A technique for minimizing the warranty maintenance cost of the redundant
digital avionics systems has been developed, demonstrating (through the example of the
ADIRS system of the Airbus A380 aircraft) that in the case of the optimal option of warranty
maintenance, the average maintenance cost per aircraft decreases by 28 %.

8. A technique for minimizing the cost of post-warranty maintenance for redundant
digital avionics systems has been developed, which allows choosing the optimal
maintenance option after expiring the supplier's warranty. The technique has demonstrated
(through the example of the ADIRS system of the Airbus A380 fleet of the Emirates Airline)
that a three-level maintenance option with IFD at the I- and D-levels was optimal. Because

it reduced the total expected maintenance cost by 1100 % compared to a one-level option,
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by over 850 % compared to a two-level choice without IFD, by 15 % compared to a three-
level option without using IFD, and by 24 % compared to the three-level option with IFD
only at the I-level.

9. A technique for determining the optimal replacement thresholds when monitoring
the condition of the degrading system at scheduled times has been developed, which allows
reducing the total error probability by a factor of 10 compared with the case of using only
the functional failure threshold.

10. A technique for joint optimization of replacement threshold and periodicity of
suitability checking when monitoring the system condition has been developed. A real
example of monitoring the output voltage of the radar transmitter power supply has shown
that the joint optimization of the replacement threshold and inspection periodicity allows
reducing the unavailability by 68% and the number of inspections by 41 %.

11. Algorithms and simulation programs to test the adequacy of the proposed
maintenance models of vehicles' equipment have been developed. It has been shown that
the statistical estimates of the mean times spent by LRU/LRM in different states and the
probabilities of correct and incorrect decisions, when checking system suitability, converge
rapidly to the theoretical values of these indicators, which proves the adequacy of the

developed mathematical models.
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CONCLUSIONS
In the thesis, the actual scientific task of developing mathematical maintenance

models of digital avionics and deteriorating equipment of vehicles has been solved. The
developed mathematical models make it possible to substantially reduce the maintenance
costs of digital avionics systems and degrading equipment of vehicles while ensuring the
required regularity and safety of flights. The following key results of the thesis research
have been obtained:

1. The analysis of mathematical models of multilevel maintenance of digital
avionics systems has been carried out. The need for developing mathematical maintenance
models of continuously monitored redundant avionics systems, considering the alternating
mode of their use, the continuous character of in-flight testing, the possibility of the
appearance of both permanent and intermittent failures in-flight, and the possibility of
organizing several levels of ground handling, has been justified.

2. The analysis of modern trends and mathematical models of condition-based
maintenance of vehicles’ equipment has been conducted. The necessity of developing CBM
mathematical models of degrading vehicles’ equipment, considering the probabilities of
correct and incorrect decisions when checking the system suitability, and joint optimization
of inspection schedule and replacement thresholds for systems that affect and do not affect

safety, have been justified.

3. For the first time, mathematical models for evaluating the operational reliability
of continuously monitored LRMs/LRUs and redundant avionics systems on finite and
infinite time intervals, considering the effect of both permanent and intermittent failures,
have been developed. Numerical analysis has shown that the MTBUR decreases by a factor
of two with the intermittent failure rate increase from 10° to 10* h** and by a factor of 5
with a rise from 10 to 10 h1, while the average number of unscheduled removals and
average cost of LRU/LRM repair increased sharply when the intermittent failure rate

exceeded 10* h.

4. For the first time, generalized relationships for calculating the average

maintenance costs during the warranty and post-warranty periods of operation of redundant
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avionics systems, considering the impact of both permanent and intermittent failures, have
been developed. Numerical analysis has shown that the use of ATE at the I-level
maintenance virtually eliminates the harmful effect of intermittent failures on the number of
spare LRUs and average maintenance costs during the warranty period of operation.
Besides, the three-level post-warranty maintenance system was optimal over a wide range
of initial data because it provided a minimum number of spare LRUs and SRUs and
minimum maintenance costs, which was 4.6 times less than for a one-level system, and more
than 30% less than in any two-level maintenance system.

5. For the first time, a mathematical model of CBM, based on condition monitoring
at scheduled times, has been developed, which considers the probabilities of correct and
incorrect decisions made when checking system suitability. Numerical analysis has shown
that in the absence of a replacement threshold, the total error probability when checking
system suitability practically does not decrease at a 10-fold increase in the accuracy of
measuring the system state parameter. When the optimal replacement threshold introduced,
the total error probability decreased by almost ten times with a 10-fold increase in the

measurement accuracy due to the rejection of potentially unreliable systems.

6. For the first time, the tasks of determining the optimal replacement threshold for
each inspection time based on the criteria of the maximum net income, minimum Bayes
risk, minimum total error probability, and given a posteriori probability of the system's
failure-free operation in the forthcoming period have been formulated. Numerical analysis
has shown that when using the criteria of the minimum total error probability and the given
a posteriori probability of a system’s failure-free operation, the optimum value of the
replacement threshold increases with the time of inspection, and the value of the anticipatory
tolerance decreases accordingly. The total error probability decreases from 27% to 1% when

using the optimal replacement threshold for each checking time.

7. For the first time, general mathematical expressions for calculating effectiveness
indicators of CBM based on suitability checking and the criteria for joint determination of
optimum inspection schedule and replacement thresholds for systems that affect and do not

affect safety have been developed. Numerical analysis has shown that the maintenance
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based on suitability checking is more effective than the maintenance based on operability

checking, as it ensures higher availability and ORF with significantly fewer inspections.

8. A technique for minimizing the cost of warranty maintenance for redundant
digital avionics systems has been developed, which allows choosing the optimal
maintenance option during the warranty period of the supplier. For the ADIRS system of
the Airbus A380 (Emirates Airline), it has been shown that using ground test equipment at
the I-level maintenance reduces average maintenance costs per aircraft by 28 %.

9. A technique for minimizing the cost of post-warranty maintenance for redundant
digital avionics systems has been developed, which allows choosing the optimal
maintenance option after expiring the supplier’s warranty. The technique has demonstrated
(for the ADIRS system of the Airbus A380 fleet of the Emirates Airline) that a three-level
maintenance option with IFD at the I- and D-levels was optimal. Because it reduced the total
expected maintenance cost by 1100 % compared to a one-level option, by over 850 %
compared to a two-level choice without IFD, by 15 % compared to a three-level option

without IFD, and by 24 % compared to the three-level option with IFD only at the I-level.

10. A technique for joint optimization of replacement threshold and periodicity of
suitability checking, when monitoring the system condition, has been developed. Numerical
analysis has shown that when monitoring the output voltage of the radar transmitter power
supply the joint optimization of the replacement threshold and inspection periodicity allows

reducing the unavailability by 68% and the number of inspections by 41 %.

The results of the thesis can be used in the development and maintenance of federated

and integrated modular avionics, as well as degrading equipment of vehicles.
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Appendix 2:
Modelling of warehouse management system of spare LRUs/LRMs
To determine the delay in meeting the requirement for a spare LRU/LRM at the base
airport, we use, as in [1], the continuous-time Markov chain to describe the operation of the
warehouse of spare LRUS/LRMs. Let g be the number of identical LRUs / LRMs mounted
on the aircraft boards that have a supplier warranty. It is evident that g = mN, where N is the
number of aircraft with the supplier’s warranty and m is the number of identical
LRUs/LRMs on the board of one plane. Figure A.2.1 shows the graph of the system
consisting of g main and PS spare LRUs/LRMs (in the future referred to as “q, PS system”).

ll 2 A 3 ?‘ups 1.PS 7“~Ps PS5+ ?~Ps+1 P52 ?'~P5+q PS+g+1
2=1 H:n HPSPS] HPS+1 PS5 llpsw P5+1 Hps+q+1 PS+g

Fig. A.2.1. State graph of “q, PS system” of spare LRUs/LRMSs

Fig. A.2.1 includes the following notation:

Xi is the state of “qg, PS system”, in which g main LRUs/LRMs mounted in aircraft
are operable and PS spare LRUs/LRMs are in the exchange fund in the warehouse;

Xz is the state of “q, PS system”, in which g main LRUs/LRMs mounted in aircraft
are operable and PS - 1 spare LRUs/LRMs are in the exchange fund in the warehouse;

Xps IS the state of “q, PS system”, in which q main LRUs/LRMs mounted in aircraft
are operable, and one spare LRU/LRM is in the exchange fund in the warehouse;

Xps+1 1S the state of “qg, PS system”, in which g main LRUS/LRMs mounted in aircraft
are operable, and no spare LRUS/LRMs are in the warehouse;

Xps+2 IS the state of “q, PS system”, in which g — 1 main LRUs/LRMs mounted in

aircraft are operable, and no spare LRUS/LRMs are in the warehouse;

....................................................................................................
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Xps+q+ 1 1S the state of “q, PS system”, in which all the main LRUS/LRMs mounted in
aircraft are in failed state, and no spare LRUs/LRMs are in the warehouse;

Ai i+1 1S the unscheduled LRU/LRM removal rate carrying the “q, PS system” from
the i-th (i = 1, PS + q) into the (i + 1)-th state;

wi+1; 1S the LRU/LRM repair rate carrying the “g, PS system” from the (i + 1)-th to
the i-th state.

The unscheduled LRU/LRM removal rate A;, i+ 1 IS determined as follows [2]:

_{qr/P;(r) ifi=1,PS+1,

- A2l

The LRU repair rate i+, j depends both on Trs and Tep and is determined as [2]:

o, = | s =VE[T]if 1 =1,PS, (A2.2)
in, =i/T, if i=PS+1,PS+q,

where E[Tg] is the average repair time of the LRU/LRM.
The LRU/LRM repair time, presented by formula (A.2.2), corresponds to the case of
unlimited recovery, which is typical for warranty maintenance.
The average repair time depends on WMO and is determined as follows [2]:
E[TR]:{TRS’ for the 1 WMO,

T P, +t!=® for the 2 WMO, (A23)
where Ppp is the a posteriori probability that the removed LRU/LRM has a permanent
failure.

Since the removed LRU/LRM can have either a permanent or intermittent failure,
then there are two a posteriori probability, the sum of which is equal to one:

P.+P. =1, (A.2.4)

where Ppr and P, are, respectively, the a posteriori probability that the removed
LRU/LRM has a permanent or intermittent failure.

Since the process of changing the LRU/LRM states is regenerative, the probability of
LRU/LRM restoration is equal to one within the regeneration cycle. Consequently,

Pu: = EI:TSG:I/tIFR ' (A-2-5)
P = E[TS, ]/tors (A.2.6)
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For example, from equations (2.50) and (2.51) follows that at T = o and the

exponential distribution of time to permanent and intermittent failure:

e—(k+6)r

e e—k‘c
Py =(1-e" )[1_ g | (A27)

l1-e™
1— e—(me)r '

It is easy to see that for relations (A.2.7) and (A.2.8) the equality (A.2.4) is valid.

P, = (A.2.8)

The average waiting time for a spare LRU/LRM from the warehouse at the base

airport is determined by the following formula [1]:

tue (PSUS) = AP, (A.2.9)

where A is the average rate of requests to the warehouse for a spare LRU/LRM delivery; P;

(j = PS+ 2,PS + q + 1) is the probability that the “q, PS system” being in the state X;.
Since LRUs/LRMs are repairable items, the average rate of requests to the warehouse
for delivery of a spare LRU/LRM is essentially a failure flow parameter. Following [3], the
failure flow parameter is the ratio of the mathematical expectation of the number of failures
of the repairable item for a sufficiently small period of operation to the value of this period.
If the airline has N aircraft in operation, the failure flow parameter (in respect to both

permanent and intermittent failures) of the mN identical LRUs/LRMs is given by

A:%@. (A.2.10)
By substituting Ny (At) from (2.64) into (A.2.10), we obtain
A =%ﬂ. (A2.11)

The following relation from (A.2.9):

(A.2.12)

S+i+1

Us =3P,
i=1

Is the mathematical expectation of the number of unplanned spare LRUs/LRMs delivered

by the manufacturer in response to an emergency request from the aircraft buyer.
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Appendix 3:

The act of confirmation of using the results of the thesis work

AKT BHPOBAJDKELNHA

PE3YILTATIB KaHaM1aTChKOT IcepTanii Pasn A. B HasuaiLHuil npolec

HattionastbHoro asiauiitnoro yHisepenrery

Mu, o Hipkye nianucanics, Anpextop Hasuaibio-Hay KOBOrO iHCTHTY TY aepoHaRIranil, eeKTPOHIKN 14

TEJACKOM

yitikawiil, ., npod. Mavanin 1.O. ta 3asiayiounii kadeapoio enekTpoHikm, 1.0, npod. SnoschKiii
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Hocaruyriit pakrnaunii edekr i opya BIPOBAIKEHHA

I. Maremamiuui  moxeni  ans
PO3PAXVHKY noKa3nuKis
edexTHBHOCTI TEXHIMHOrO

cHeTeM ABIOHIKN 3
YPAXy BaHHAM CTilKMX i
HEPEMINHUX BIAMOB,

2. Marematuyni moxeni aas
PO3PAXYHKY CepeaHix
eKCryaraniitnmx BUTPaAl
BNPOAOBRA  rapantiiisoro i
nichgrapadriiiHore  nepionis
exenayataii - pe3epBOBAHMX
CHCKTPOHHUN CHCTEM aBiOHIKM
8 @ILTCPHATHBHNX BapiaHTiB
TEXHINHOIO  00C/YTOBYBAHHS.
WO BIAPIBHAKTLCA  HASBHICTIO
OHOTO, ABOX | 1PbOX PIBHIB

ODCNYrORYRANNA PRIEPBOBAHMN

Jupexrop HH 1A

3as. Kahenpor enekTpoHiKu

{_EIEKTPOHHIX CHCTCM ABHOHIKH.
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0BCAYIOBYBAHHA  EACKTPOHHUX |

00CTYTOBYRAHHA,
3. Meroanka MIHIMIZAIT |
BapTOCTI TEXHIMHOTO

Brposaukenns sasnaueHnx  marepianin 03ROMLIO  CTY/CHTAM
BUBYATH MOACHT TEXHIHOIO 0GCYTOBYBAHHA CYUACHHX ENSKTPOHHNX
cHCTeM  aBiOHIKN.  criocobis  BuGOpY  ONTHMaILHOrO  BapianTa
OOCAYFOBYBAHHA TAKNX CHCTEM HA AEKIHTHUN | NPAKTHYINN JaHaTTAX,
@ TAKMK BHKOPHCTOBYBATH 3a3HAUCHi MaTepianu npu  suxKcHanmii
0akanaBpcekuX — pooit,  3ade3ne' o OBOAOKIHHA CTy/IeHTamn
HABHUKAMI MATEMATHUHOTO | CTATHCTHYHOTO MOASTIOBAHHA CYUACHNN
EACKTPOHHIIN CHCTEM ABIOHIKH.

Marepian  anceprauii  BHKOPHCTOBYBAMMCH B HaBuainLHiii
aucunmaini «EaekTpouni  cuctemmn  ans cneuianbmocti 171
«Eaextponikay enenianizauii « Enexrponsi cucremus.
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